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The central issue of magnetosphere-ionosphere-thermosphere coupling is the
long-range coupling of the system, from the solar wind and magnetosphere to the
ionosphere and thermosphere; coupling between the ionosphere and thermosphere
is known and appropriately modeled by local coupling via collisions. The long-
range coupling is mostly through the electromagnetic force in addition to direct
flow. In steady state, the electromagnetic force may be represented by “mapping” of
the electric potential along the magnetic field and field-aligned currents with Ohm’s
law accommodating the local coupling in the ionosphere. To correctly describe the
long-range coupling on time scales from longer than few seconds to less than
30 min, the inductive effect (Faraday’s law) as well as the dynamic effect (acceleration
terms) need to be considered. When the inductive and dynamic effects are included,
the physical description of the long-range coupling is drastically changed: the
electric potential no longer suffices to describe the electric field, and the electric
currents, including Birkeland (magnetic field-aligned) currents, become a second-
ary derived quantity. All these are replaced by electromagnetic perturbations with
associated fluid perturbations, propagating and reflecting between the magneto-
sphere and ionosphere and from one hemisphere to the other. The perturbations in
one part of the ionosphere can propagate into other ionospheric regions, relatively
rapidly, which, in turn, couple back to other regions of the magnetosphere. In this
article, we discuss the key physical and mathematical differences and compare the
physical quantities according to each of the coupling schemes.

1. INTRODUCTION

In a partially ionized gas, the electrons, the ions, and the
neutrals each move under the action of different forces.
Electromagnetic forces act only on the charged particles
but not on the neutrals. The charged and the neutral parti-
cles interact through collisions, which transfer energy and
momentum from one species to another while converting
energy from one type to another. Electrons and ions can be
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treated together as plasma. Depending on time scales, the
plasma and the neutrals may be treated as moving together
when the collision times are much shorter than the time scale
of interest or as moving separately when the collision times
are much longer than the time scale of interest. On interme-
diate time scales, one species may accelerate or drag the
other, while the whole fluid is heated by frictional heating
due to collisions among them. Note that collisions are a local
process, whereas long-range coupling, which connects the
processes and variations in one region to those in another
(say, from the magnetosphere to each altitude in the iono-
sphere) is by electromagnetic forces and by direct flow (if it
exists) between the two regions. Magnetosphere-ionosphere/
thermosphere (M-IT) coupling is an example of such long-
range coupling processes, connecting the highly ionized
nearly collisionless magnetospheric plasma to the weakly
ionized highly collisional gases of the ionosphere and ther-
mosphere with local coupling (at a given height) between the
ionosphere and thermosphere. In this respect, a particular
challenge for M-IT coupling theories arises from the rapid
increase in collision frequency as one goes from the magneto-
sphere to the ionosphere/thermosphere, with the result that,
for any given perturbation, the dominant process changes
from collisionless to strongly collisional over a very short
distance, the location and spatial extent of this transition
depending on the time scale of the perturbation.
Conventional M-IT coupling models are all based on the

classical magnetosphere-ionosphere (M-I) coupling theory,
developed by Vasyliūnas [1970] andWolf [1970] from earlier
models of Fejer [1964] and others, which is discussed
in section 2.1. Most of the models may be assigned to one
of three general categories: an electrostatic ionosphere, a
height-integrated ionosphere, and a structured ionosphere
with wave propagation. Since the focus of this Monograph
is the ionosphere/thermosphere (IT) subsystem, we discuss
the first category in more detail below.
Most of the models developed in the ionospheric commu-

nity focus on the region up to no more than a few thousand
kilometers above the Earth. Wave propagation or communi-
cation time over this relatively small distance is sufficiently
short so that one can ignore wave propagation effects, while
the full dynamics of the neutral wind can be retained. The
most important assumption invoked in these models is that
the time-variability of the magnetic field is negligible, hence
the inductive term in Faraday’s law may be dropped and the
electric field assumed curl-free. As a result, the models
become electrostatic, which leads to a significant simplifica-
tion mathematically because the electric potential and the
Birkeland current will now suffice to calculate the long-range
coupling. The mathematical convenience of using electric
fields and currents is elevated to a physical description (“E-J

approach”) in many discussions. In addition, the time deriv-
ative (or dynamic) term in the plasma momentum equation is
neglected in most models. This formalism may be adequate
to describe the IT system alone (as long as inputs from or
coupling to the magnetosphere play no role), although even
there, as argued by Vasyliūnas [2012], its equations are only
conditions for quasisteady state equilibrium and may not
provide insight into temporal and causal sequences. For
global M-IT coupling, its validity is even more limited: an
often overlooked key point is that this scheme, restricted to
describing M-IT coupling in quasisteady state equilibrium,
cannot be applied to explain transient processes, such as
substorms and auroral brightenings, during which the mag-
netic perturbations and plasma acceleration are not negligi-
bly small.
A key parameter is the time scale that separates the dy-

namic and the quasisteady state, or equivalently the transient
time, required for the coupled M-IT system to change from
one quasisteady state to another. Theoretical estimates of this
time scale (discussed in section 2.4) depend on the spatial
scale of the phenomenon of interest, ranging from a few
seconds for purely ionospheric events to 15–30 min for
changes on scales of magnetospheric dimensions. The latter
is the approximate time scale for many observed important
M-IT processes, such as substorms and magnetospheric tran-
sients [e.g., Earle and Kelley, 1987; Russell and Ginskey,
1993, 1995; Zesta et al., 2000; Bristow et al., 2003;Huang et
al., 2008, 2010]; the focus of our paper is on time scales from
a few minutes to 20–30 min. It is, thus, not surprising that, as
pointed out by Schunk [2013], conventional ionospheric qua-
sisteady state equilibrium models, e.g., thermosphere iono-
sphere electrodynamics global circulation model [Richmond
et al., 1992], coupled thermosphere ionosphere plasmasphere
electrodynamics model [Fuller-Rowell et al., 1996], and the
global ionosphere-thermosphere model (GITM) [Ridley et al.,
2006], describe well the large-scale slow variations or “clima-
tology” of the ionosphere-thermosphere system but do not
work well for the rapidly changing phenomena or “weather.”
(The SAMI 2 ionospheric model [Huba et al., 2000] does
include the time derivatives in the field-aligned component
of the momentum equation but does not include the induc-
tive field, so the long-range coupling in the model is still
electrostatic.)
On the other hand, many of the M-I coupling models

developed in the magnetospheric community, including al-
most all the global MHD simulation models, retain the in-
ductive term and plasma dynamics in the magnetosphere (see
more discussion in the work of Song et al. [2009]). They are
coupled to the ionosphere through the height-integrated quasi-
steady state equilibrium Ohm’s law, with the ionosphere
treated as a height-integrated layer at the lower boundary.
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There is an intrinsic inconsistency here: a full inductive and
dynamic magnetosphere is being combined with an electro-
static ionosphere. Many of the (magnetospheric) wave mod-
els take the same approach, including wave propagation
within the magnetosphere and reflection between the mag-
netosphere and the ionosphere but not within the ionosphere
because the “height-integrated” ionosphere has been ideal-
ized as having zero extent in altitude. Also, most of those
models do not include neutral wind dynamics, except for
corotation of the atmosphere as a whole.
As exceptions, there are a few models that include induc-

tive effects as well as plasma dynamics with a structured
ionosphere. Taking advantage of powerful Fourier analysis
techniques, these models treat time-dependent effects as
waves [e.g., Hughes, 1974; Hughes and Southwood, 1976]
and include propagation and reflection effects within the
ionosphere. This approach, in general, is able to describe the
dynamics of M-I coupling. (Recall that a step function, a
mathematical representation of a changing condition, can be
decomposed into a wave spectrum, and each frequency can
propagate and reflect, but converting the perturbation as a
sum of individually propagated and reflected waves from the
frequency domain with phase information back to the time
domain is by no means a trivial task.)
In contrast to the “E-J” approach mentioned above, the

“B-V” approach in which the magnetic field and the plasma
bulk flow are treated as the primary quantities has always
been a basic principle of MHD [e.g., Cowling, 1957; Dun-
gey, 1958], and its importance for the magnetosphere and the
ionosphere has been urged particularly by Parker [1996,
2000, 2007]. A new impetus was provided when Buneman
[1992] (in a laboratory-plasma paper unknown to the M-IT
community) and, independently, Vasyliūnas [2001] showed
mathematically that in a dynamic process, for a plasma
sufficiently dense so that VA

2 << c2, the electric field by itself
cannot produce plasma bulk flow, but plasma flow does
produce an electric field self-consistently. Tu et al. [2008]
later confirmed this argument with particle simulations. Va-
syliūnas [2005a, 2005b, 2011, 2012] investigated the basics
of the two approaches extensively and showed that, contrary
to widespread assumption, the “B-V” approach is not derived
exclusively (or even primarily) from MHD but is, in essence,
a consequence of charge quasineutrality. Song et al. [2005]
and Vasyliūnas and Song [2005] derived a general set of
equations governing long-range coupling for partially ion-
ized collisional flows with electromagnetic fields, solved
simple situations for 1-D steady state, and derived the dis-
persion relations for wave-type solutions. Song et al. [2009]
further solved the 1-D time-dependent problem for M-IT
coupling and found that, for M-IT coupling, plasma flow and
magnetic tension force (rather than electric field and current)

are indeed the primary coupling mechanisms. More recently,
the new approach and formalism has been applied to study
heating processes in the solar chromosphere [Song and Va-
syliūnas, 2011] and in the terrestrial IT system [Tu et al.,
2011].

2. INDUCTIVE-DYNAMIC COUPLING VERSUS
ELECTROSTATIC COUPLING

2.1. Differences in Governing Equations

To illustrate the differences between the conventional
steady state coupling and the inductive-dynamic coupling,
we first examine how each is formulated mathematically. The
system consists of plasma, neutral medium, and electromag-
netic fields. For simplicity of the comparison, we assume the
plasma and neutral medium each consists of multiple species
and is represented by its averaged mass and bulk velocity, as
well as temperature. The momentum equations for electrons,
ions, and neutrals can be combined and rewritten [e.g., Song
et al., 2005, 2009; Vasyliūnas and Song, 2005; Vasyliūnas,
2012] as the generalized Ohm’s law, the plasma momentum
equation and the neutral momentum equation. Under the
approximations listed below, their leading terms are:

0 ¼ NeeðEþ V� BÞ − J� B − ðme=eÞνeJ; ð1Þ

ρ
dV

dt
¼ J� B − ρiνinðV−unÞ − ∇pþ ρg; ð2Þ

and

ρn
dun
dt

¼ ρnνniðV − unÞ − ∇pn þ ρng; ð3Þ

where e, ρη, pη, J, V, un, E, B, g, Ne, and νηξ, are the
elementary electric charge, the mass density and pressure of
species η, the electric current, the bulk velocities of the
plasma and neutrals, the electric and the magnetic fields,
gravitational acceleration, electron concentration (number
density), and the collision frequency between particles of
species η and ξ, respectively; νe ≡ νei + νen. Subscripts i, e,
and n denote ions, electrons, and neutrals; densities and
pressures without subscripts refer to the plasma (electrons
plus ions). Time derivatives in equations (2) and (3) are
convective derivatives in the flow of the respective medium.
Note that these equations hold locally. The set of equations is
completed by the addition of continuity and energy equations
and by Faraday’s and Ampère’s laws

∂B
∂t

¼ −∇� E ð4Þ
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J ¼ ∇� B=μ0; ð5Þ

which provide long range forces for global coupling. The
principal approximations invoked in deriving equations (1)–
(5) are the following:
(a) Neglect of ∂J/∂t term and of ∂E/∂t (displacement

current) term on the left-hand sides of equations (1) and
(5), respectively; this applies on time scales that are long
compared to inverse plasma frequency and length scales that
are large compared to electron inertial length and ensures the
validity of charge quasineutrality (for a detailed discussion,
see, e.g., the work of Vasyliūnas [2005a], and references
therein).
(b) Neglect of electron inertia and pressure terms in equa-

tion (1) (but not necessarily in equation (2)), valid on length
scales that are large compared to electron gyroradius.
(c) Neglect of all nonisotropic components of the pressure

tensor (including viscous stresses) in equations (2) and (3).
Approximation (a) is the essence of the “B-V” approach;

its consequence is that E and J must be calculated at a fixed
time from equations (1) and (5), respectively, whereas B and
V evolve in time according to the prognostic equations (4)
and (2). As noted above, it applies on sufficiently large time
and length scales, which excludes some small-scale iono-
spheric phenomena (e.g., the Farley-Buneman instability),
but includes most aspects of M-IT coupling. Approximations
(b) and (c) are made principally for simplicity. Furthermore,
the electron-collision (resistive) term in equation (1) is sig-
nificant only at the lowest altitudes (below approximately
100 km) and can be neglected in the magnetosphere and for
many purposes in the ionosphere as well.
Equations (1)–(5) are the general governing equations for

M-IT coupling. To be added are continuity and energy equa-
tions for each species, to determine densities and pressures,
but their discussion is beyond the scope of this paper, in
which the key terms of interest are the left-hand-side term in
equations (2) and (4), representing the dynamic and the
inductive aspects, respectively.
Intuitively, the inductive term in equation (4) should be

negligible if the time-varying magnetic field either is suffi-
ciently small (the argument is sometimes made that, in the
ionosphere, the perturbed magnetic field is much smaller
than the background field) or is varying on a sufficiently
long time scale. However, equation (4) (the only equation in
the entire set that is exact under all conditions and contains
no approximation whatsoever) has only two terms, one on
each side; they must, therefore, always be equal, and neither
can be small compared to the other. To derive a criterion for
neglecting the inductive effect, it is necessary to estimate
the electric field from some other equation and compare it to
the non-curl-free part of the electric field (which can be

calculated by standard techniques, most simply as the in-
duced field in the Coulomb gauge) from equation (4).
Vasyliūnas [2012] used the ionospheric Ohm’s law together
with Ampère’s law to show that ∇ � E can be considered
zero if the magnetic field is changing on a time scale that is
long compared to

τ ¼ μ0ΣpL; ð6Þ

where Rp is the Pedersen conductance (height-integrated
conductivity), and L is the length scale of the curl. With
Rp = 10 mho, τ ≈ s for L = 200 km (local ionospheric scale),
and τ ≈ 15 min for L = 10 RE (global magnetospheric scale).
The time scale defined by equation (6) has been discussed in
several M-I coupling contexts [Coroniti and Kennel, 1973;
Holzer and Reid, 1975; Vasyliūnas and Pontius, 2007].
When the inductive effect is neglected, the electric field

can be derived from an electrostatic potential. With fur-
ther neglect of acceleration terms, the governing equations
become

0 ¼ J� B − ρνinðV − unÞ − ∇pþ ρg; ð7Þ

E ¼ −∇Φ ð8Þ
and

∇•J ¼ 0 ð9Þ

where Φ is the electrostatic potential; if the resistive term in
equation (1) is neglected, magnetic field lines are equipo-
tentials. (Some coupling models introduce additional field-
aligned potential drops, mainly in relation to physics of the
aurora; these do not change fundamentally the nature of the
coupling as long as the potential remains electrostatic.)
Equations (8) and (9) follow from equations (4) and (5), in
this approximation.
The conventional ionospheric Ohm’s law can be derived

by combining equations (1) and (7) to eliminate V and also
neglecting the pressure gradient and gravitational forces, to
obtain

J ¼ σpðE⊥ þ un � BÞ þ σHðEþ un � BÞ � B=B
þσ∥E∥; ð10Þ

where σp ¼ ρiνin
B2

1þ ν2in
Ω2

i

 !−1

is the Pedersen conductivity,

σH ¼ −
ρiΩi

B2
1þ ν2in

Ω2
i

 !−1

is the Hall conductivity, and σ‖

meνe/Nee
2 is the parallel conductivity; see more detailed
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discussion by Song et al. [2001]. Equation (10) superficially
looks like (and is often described as) an Ohm’s law in the
conventional sense of linear relation between current and
electric field. Physically, however, J given by equation (10)
is not an ohmic current but a stress-balance current, a dis-
tinction emphasized by Vasyliūnas and Song [2005] and
Vasyliūnas [2011, 2012]. The key assumption on which
equation (10) depends is neglect in the plasma momentum
equation of all forces except J � B and collisions with
neutrals as well as of all acceleration terms; it does not
depend on the electrostatic approximation. When pressure
gradient and gravitational forces or dynamic terms are in-
cluded, additional currents appear, in general, although some
of the effects can be accommodated by redefining the con-
ductivities as functions of frequency [Hughes, 1974] or even
[Strangeway, 2012] by introducing a new quantity to replace
the electric field. Such modifications preserve the mathemat-
ical form of equation (9) but not the physical meaning.
Equations (7)–(10) are the governing equations for electro-

static coupling. If the resistive term in equation (1) is as-
sumed negligible, the Birkeland current cannot be calculated
from equation (10) but must be determined from current
continuity, equation (9), which relates perpendicular to
field-aligned currents:

∂J∥
∂∥

¼ −∇⊥•J⊥ ¼ −∇⊥•½σpðEþ un � BÞ þ σHðE
þun � BÞ � B=B�: ð11Þ

The electric field between the highly collisional and the
collisionless regions is connected by equation (8) along
the magnetic field lines, an assumption that is not valid when
the inductive effect is significant. Equations (8) and (11) now
replace equations (4) and (5) to provide long-range coupling
for quasisteady state electrostatic M-I coupling models.
Some models introduce additional empirical or semiempiri-
cal terms to describe the effects of precipitation particles and
Birkeland currents on the conductivities, but these modifica-
tions do not change the electrostatic nature of the coupling.
Similarly to the derivation of equation (10), equations (1)

and (7) can also be combined to eliminate J instead of V to
obtain

0 ¼ eðEþ V� BÞ −miνinðV − unÞ; ð12Þ
an equation that is very useful in relating plasma flow and
electric field. It has, however, caused considerable confu-
sion: contrary to a common interpretation, the electric field
does not produce motion of the plasma but is the result of
the motion, linking the electron and ion flows to preserve
charge quasineutrality. The description that the electric field

produces plasma motion is fundamentally incorrect [Bune-
man, 1992; Vasyliūnas, 2001, 2011, 2012; Tu et al., 2008;
Song et al., 2009], although it is convenient sometimes and
has been used for a long time, as argued by Kelley [2009].
When an (external) electric field is imposed onto a plasma,
an internal electric field is produced by charge separation, as
described in the first chapter of any plasma physics textbook.
If the plasma is sufficiently dense, the internal electric field
will largely cancel out the imposed one, leaving nearly no
electric field inside the plasma.

2.2. Differences in Physical Description
of the Coupling Processes

It may be instructive to first consider the coupling process
qualitatively in more detail. The time-varying interaction
between the solar wind, the magnetosphere, and the iono-
sphere proceeds primarily by continual creation and relaxa-
tion of imbalances between the various force terms in the
momentum equation (2). Force imbalance produces plasma
motions, which affect all the other quantities, creating a
perturbation that can be described to first order as a set of
waves, which propagate (and possibly reflect at boundaries,
depending on boundary conditions), thereby relaxing the
imbalance. The essential difference between electrostatic and
dynamic-inductive coupling is that the former neglects all
wave effects, whereas the latter explicitly includes them.
When a model, such as SAMI 2 [Huba et al., 2000],

includes the dynamic term only but neglects the inductive
term, it will contain sonic and gravity waves, produced by
force imbalances associated with pressure gradient and grav-
ity terms in equation (2). The sound waves are isotropic, and
the gravity waves act primarily in the vertical direction. The
two wave modes can be coupled, particularly when the
magnetic field is inclined. The wave amplitude increases
with altitude unless strong damping is present.
When inductive and dynamic terms are both included in a

model, imbalances associated with all the forces, which now
include the electromagnetic force, produce MHD waves.
With gravity neglected, in a uniform MHD fluid, this gives
rise to three wave modes: slow, intermediate or Alfvén, and
fast modes. (Note: the term “Alfvén wave,” used here for the
intermediate mode, is sometimes applied to MHD waves in
general.) Different modes not only have different propaga-
tion speeds but also different perturbation relations, which
can be used to identify the wave mode [Song et al., 1994], as
well as to associate particular modes with specific types of
changes. The fast mode is relatively more isotropic, i.e., it
can easily mitigate the force imbalances both parallel and
perpendicular to the magnetic field. The slow and Alfvén
modes are more anisotropic and more effective in the
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direction along the magnetic field. Obliquely propagating
Alfvén waves are the only ones (at least in a homogeneous
medium) that can carry field-aligned (Birkeland) currents.
Between the magnetosphere and the ionosphere, where the
plasma beta (ratio of thermal pressure to magnetic pressure)
is small, the fast and Alfvén modes are the most effective,
and the Alfvén mode is the dominant mechanism in M-I
coupling where Birkeland currents play an essential role. For
further discussion of the functions of various modes, see the
work of Song and Vasyliūnas [2010]. For example, the fast
mode, since it is the only mode (at least in a homogeneous
medium) that propagates in the direction perpendicular to the
magnetic field, can directly communicate changes from
the subsolar magnetopause to the low-latitude ionosphere.
In the high-altitude ionosphere, the fast mode is most effi-
cient in mitigating horizontal force imbalances. Since the fast
mode speed is here nearly the same as the Alfvén speed,
~103 to 104 km s�1, magnetospheric changes are felt nearly
instantaneously throughout the whole polar cap as well as
into the closed field line regions, for example. The iono-
sphere can then, in turn, influence other magnetospheric
regions where direct intermagnetospheric propagation, espe-
cially perpendicular to the magnetic field, might take longer
(an example is discussed at the end of section 2.2).
As a simple specific illustration, consider the canonical

problem of M-I coupling: plasma flow imposed in the outer
magnetosphere (or at the magnetopause). In electrostatic
coupling, this is described as an imposed electric field, with
the plasma flow calculated from it (E-J description); the
electric potential in the magnetosphere (constant along a
magnetic field line) is directly mapped into the ionosphere
(at every height). As noted in sections 1 and 2.1, this de-

scription is not valid in dynamic processes because the
inductive effect can no longer be neglected.
In dynamic-inductive coupling, if (according to the B-V

description) the electric field is not the primary agent to couple
the magnetosphere with the ionosphere/thermosphere, how is
coupling achieved? i.e., when the magnetospheric motion
changes, how does the ionosphere know about it, and why
does the ionosphere/thermosphere move accordingly? (partic-
ularly nonintuitive if the magnetospheric motion is entirely
parallel to the ionosphere and perpendicular to the magnetic
field). Figure 1 (adapted from the discussion by Song and
Vasyliūnas [2011] of an analogous problem in the solar atmo-
sphere) schematically illustrates the process in a simple 1-D
stratified ionosphere/thermosphere with a vertical magnetic
field. The plasma and neutrals are initially (t = 0�) at rest (or
at a common background velocity). A (horizontal) plasma
motion (not an electric field!) is imposed on the top boundary
at t = 0+. With the plasma inside the domain linked by the
frozen-in magnetic field, the plasma motion creates a kink on
the magnetic field line at the top boundary, which exerts a
tension force on the plasma below the boundary and makes it
move, creating another kink at the lower altitude, and so on.
The net result is a magnetic perturbation front propagating
downward along the magnetic field line at the Alfvén speed
VA. Since the neutrals are not subject to the electromagnetic
force, a velocity difference between plasma and neutrals is
produced as the perturbation front passes. The relative
motion causes momentum transfer through ion-neutral colli-
sions, accelerating the neutrals. This is the primary mechanism
of momentum coupling from the magnetosphere to the iono-
sphere. The collisions generate frictional heating of plasma
and neutrals and also tend to slow down the plasma motion,

Figure 1. Schematic illustration of the plasma and neutral motion in a partially ionized and magnetized fluid. Closed red
dots indicate ions and, open circles, neutrals. The imposed plasma motion at the top boundary produces a magnetic field
perturbation that propagates downward, which in turn drives the motion of the plasma further below. Adapted and
modified from Song and Vasyliūnas [2011].
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which, however, continues as long as the motion at the top
boundary is sustained. On time scales shorter than 1/νin, where
νin is the ion-neutral collision frequency, the plasma is little
affected by the neutrals, and on time scales longer than t ~ 1/
νni, where νni is the neutral-ion collision frequency, the neutrals
are catching up with the plasma. In the absence of other forces
acting on the neutrals, the system will eventually (t → ∞)
reach a state in which the plasma and neutrals have a common
velocity equal to the driving velocity. The motion of the
plasma creates an electric field, and the distortion of the
magnetic field corresponds to a current.
This sequence, depicted in Figure 1, goes from an initial

state of rest, through a transient phase of plasma-neutral flow
difference, to a final state of equal plasma-neutral flow, all a
consequence of an Alfvén wave launched by imposing a
small velocity step at the boundary. A small step function
can be decomposed into a spectrum of waves (as noted in
section 1), and any time profile of perturbations at the upper
boundary, including oscillations, can be built up as a series of
such small steps. If the perturbations continue without end
but always vary more slowly than the neutral-plasma colli-
sion time, the system remains in a slowly varying quasisteady
state, with a small but nonzero velocity difference between
plasma and neutrals and consequent heating by collisions.
The above description is, of course, highly simplified.

First, since the perturbation at the top boundary is velocity
and not displacement, the field line in the second panel of
Figure 1 bends more gradually than is shown in the figure.

Second, if the magnetic field is inclined at an angle, there will
be a component propagating horizontally, which produces
compressible modes. Third, with strictly vertical field and
horizontal velocity perturbations, for field-aligned propaga-
tion vector, the Alfvén mode and the (compressional) fast
mode are indistinguishable. Fourth, horizontal nonuniformi-
ty, either in the medium or in the driver, may also generate
compressible modes. Velocity shear and field-aligned flow
will create additional effects.
In inductive-dynamic coupling, the ionosphere is not

merely a passive recipient of driving forces from the magne-
tosphere but can also impose motions on the magnetosphere,
by the process described above but proceeding in the
reversed direction in a similar manner to that in the solar
chromosphere [Song and Vasyliūnas, 2011]. Because the
horizontal distances in the ionosphere are much smaller than
spatial scales of the magnetosphere, and communication
across them is at the fast-mode speed, which in the upper
parts of and above the ionosphere is faster than the Alfvén
speed in the magnetosphere, it is possible for an imposed
magnetospheric change, after propagating to the ionosphere
along the local field lines, to propagate quickly across
field lines to different regions of the ionosphere, setting the
ionosphere there into motion accordingly. This ionospheric
motion then propagates back to the magnetosphere at the
Alfvén speed and modifies the plasma flow in other magneto-
spheric regions that have not yet been affected by direct signals
from the initially imposed change, as shown in Figure 2.

Figure 2. Illustration of the active role of the ionosphere in affecting magnetospheric convection. (left) magnetospheric
plasma on open field lines convects along the magnetopause at the Alfvén velocity over a long distance. (right) the
corresponding ionospheric feet of the field lines move at fast mode speed over a short distance, imposing motion on
adjacent closed field lines. The motion of the ionosphere propagates to the magnetosphere at the Alfvén speed and modifies
magnetospheric convection on closed field lines.
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2.3. Effect of Reflection

The discussion in section 2.2 provides a basic understanding
of how the plasma and neutrals respond in a time-dependent
fashion to the solar wind and/or magnetospheric driver, but it
describes only the initial phase, with one-way propagation of
the perturbation. Afterward, the density gradients of the
ionosphere/thermosphere (and to a lesser degree the gradient
of the magnetic field) cause partial reflection of the down-
ward propagating perturbation, modifying the basic picture
shown in Figure 1. The net result is that the wave is reflected
back to the magnetosphere, where it can be re-reflected at the
magnetopause or at the conjugate ionosphere. The system,
thus, experiences multiple reflections before reaching its
steady state. Such a multiple-reflection model has been pre-
viously studied by Holzer and Reid [1975], who invoked
surface reflection from a thin (height-integrated) ionosphere.
The actual reflection process is undoubtedly more compli-
cated; since ionospheric parameters vary gradually, reflection
should not occur at a simple boundary surface but in a
continuous manner over height. As the incident perturbation
penetrates deeper down into the ionosphere, the effective
wave propagation speed becomes lower, due to the neutral-
inertia-loading effect [Song et al., 2005], and the velocity
perturbation decreases drastically at and below the altitude
where the ion-neutral collision frequency becomes greater
than the ion gyrofrequency, and thus, only a small velocity
difference is needed if the collision term in equation (2) is to
balance the J � B force. That wave reflection is affected by
these processes and adds a key ingredient to time-dependent
M-IT coupling is an important lesson from our analyses
[Song et al., 2009; Tu et al., 2011].
With reflection present, a perturbation of any quantity

(velocity, magnetic field, electric field, Poynting vector, etc.)
will include contribution from both incident and reflected
waves, having different phases. For velocity and magnetic
field (the key parameters of inductive-dynamic coupling)

V ¼ Vinc þ Vref ; δB ¼ δBinc þ δBref : ð13Þ

The velocity and the magnetic perturbations locally are
connected by an equation specific to the wave mode, which
in regions where collision effects and the Hall term can be
neglected takes the simple form of the Walén relation
δB ¼ ±VB=VA ¼ ±

ffiffiffiffiffiffiffi
ρμ0

p
V, derived from equations (1), (2),

(4), and (5). The negative (positive) sign is for propagation
parallel (antiparallel) to the background magnetic field. In
general, it is extremely difficult to separate reflected from
incident perturbations, either in simulations or in observa-
tions, particularly if the reflection occurs in a gradual manner.
The reflected perturbation may either enhance or reduce the

strength of the incident perturbation, depending on the phase
delay. The net perturbation (incident plus reflected) is, thus,
expected to be more variable than the incident perturbation
alone. Since the ionosphere, as discussed above, acts primar-
ily to reduce the net velocity perturbation, the reflected
velocity will tend to subtract from the incident one, and
therefore (because of the sign change in the Walén relation),
the reflected magnetic field will tend to add to the incident
one. This is why reflection may produce overshoots in the
magnetic field perturbations, which in turn result in enhanced
currents, profound consequences for evaluating the power
and heating rate (proportional to the square of the perturba-
tion amplitude). (All these effects, it goes without saying, are
absent in the electrostatic models, which contain neither
propagation nor reflection.)

2.4. Differences in Physical Quantities

Below, we compare electrostatic coupling described by
equations (7)–(11) and inductive-dynamic coupling described
by equations (1)–(5), for an initial velocity perturbation V0
perpendicular to the magnetic field B0, at a location L0 away
from the ionosphere. Note that collision effects are dominant
below 130 km [Song et al., 2001]. A summary of the compar-
ison is given in Table 1.

2.4.1. Communication speed along a magnetic field line.
In the absence of field-aligned bulk flow, communication in
long-range coupling is accomplished primarily via electro-
magnetic coupling described by Maxwell’s equations. In
quasisteady state models with electrostatic coupling
(equation (8)), the coupling is treated as instantaneous as far
as the model is concerned (formally, the communication
speed is infinite, although it is, of course, admitted that, in
reality, the magnetosphere communicates with the iono-
sphere at the Alfvén speed). For inductive-dynamic cou-
pling, it follows explicitly from equations (2) and (4) that
the coupling (communication) speed is the Alfvén speed. For
slow variations when ω < νin, the neutral wind affects the
waves, by a process referred to as neutral-inertia-loading
process [Song et al., 2005]; when collisions are important,
the fluid appears heavier than the plasma alone. For pertur-
bations at frequencies less than the ion-neutral collision
frequency, the propagation speed decreases continuously
with perturbation frequency, and when the frequency be-
comes less than the neutral-ion collision frequency νni, ap-
proaches α1/2VA (where α = ρi/(ρi + ρn) is the ionization
fraction), i.e., Alfvén speed calculated from total (plasma
plus neutrals) mass density. For periods of interest, >1 min�1,
the inertia loading effect becomes appreciable below
400 km [Song et al., 2005]. With decreasing altitude, as
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the ion-neutral collision frequency increases rapidly and the
ionization fraction decreases, the inertia-loading effect can
reduce the propagation speed by an order of magnitude.

2.4.2. Transient time. The original formulations of M-I
coupling theory [Fejer, 1964; Vasyliūnas, 1970; Wolf, 1970]
in terms of quasisteady state electrostatic models were based
on the assumption that time scales of interest (in particular,
flow times of magnetospheric convection, as stated explicitly
by Vasyliūnas [1970]) are long compared to wave propaga-
tion times within the system. The governing equations (1),
(7)–(11) of electrostatic coupling do not contain any time
derivatives and, thus, in principle, describe self-consistently
only the time-independent solutions for fixed given bound-
ary conditions and system parameters. In practice, however,
models are produced (particularly when implemented
as numerical simulations) that do evolve with time. This is
done by allowing the boundary conditions and/or system
parameters to vary with time, e.g., introducing temporal

variations at the boundaries of global MHD simulation mod-
els, from measurements, or from semiempirical models such
as AMIE [Richmond and Kamide, 1988]. This approach has
been extremely successful in describing many processes in
the ionosphere/thermosphere. Nevertheless, the model out-
put still is only a time series of successive but disjointed
steady state solutions (the model temporal variations reflect-
ing merely the variability of the input, not the dynamics of
coupling) and cannot be considered an adequate approxima-
tion to the evolving solutions of the time-dependent equa-
tions unless the effective time step of the model is much
longer than the time scales of all the transient processes. (It is
an illusion to suppose that such models are self-consistently
time-dependent and that more dynamic effects can be derived
by using higher time resolution data as input or smaller and
smaller time steps of the simulations.)
In the electrostatic coupling models, with all transients

neglected and perturbations in the magnetosphere mapped
instantaneously along field lines to (every altitude of) the

Table 1. Comparison of Steady State Coupling and Dynamic Coupling

Quantity Electrostatic Coupling Dynamic Coupling

Communication Vphase ∞ VA ~ α1/2 VA
Transient time δt 0

δt ¼
tA 2 min ðAlfvén timeÞ
10 e 15tA 30 min ðmagnetosphere

ionosphere equilibriumÞ
1=νni 1 e 3h ðneutral accelÞ

8>>><>>>:
Reflection No reflection, total = I + R for both δB and V, relative sign

V = Vinc, δB/V changes on reflection
δB not consistent with V V = Vinc � Vref, δB = ±δBinc ± δBref

Velocity
perturbation V

V = V0B0D0/BD V = (ρ0/ρ)
1/4V0 for single Alfvén wave parallel propagation

Magnetic
perturbation δB

not considered as part of model evolution,
calculated from J, not consistent with V

δB ¼ ±VB=VA ¼ ±
ffiffiffiffiffiffiffi
ρμ0

p
V

jδBj ¼ ðρρ0μ20Þ1=4V0 ¼ ðρ=ρ0Þ1=4jδB0j
for single Alfvén wave parallel propagation

Electric field E E = E0D0/D E = (ρ0/ρ)
1/4(B/B0)

1/2E0 for single Alfvén wave parallel
propagation

Current J J ⊥ ¼ ↔σ •ðEþ un � BÞ;∇ • J ¼ 0 J = ∇ � B/μ0, resulting in current conservation
Heating rate q q ¼ σpðE þ un � BÞ2

¼ 1þ ν2in
Ω2

i

 !−1
þΩiΩe

νeνin

νen
νe

þ Ω2
e

νenνe

� �−124 35
� νinρðE=Bþ un � bÞ2 ≈ νinρðV − u

n
Þ2

q ¼ J •ðEþ V� BÞ þ νinρðun − VÞ2

≈ 1þ νeνin
ΩeΩi

� �
νinρ〈ðV − unÞ2〉

−
1

2
½ΔðρV 2Þ þ Δðρnu2nÞ�=Δt

Poynting
vector S

Not considered explicitly, DC part included
implicitly in dissipation

S ¼ 1

2

δB2

μ0
VA ¼ 1

2
ρV 2VA (single wave)

Fluctuating component only, DC part may be a problem

-
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ionosphere, the only intrinsic time scales are two time
scales associated with collision processes. The ionosphere
affects the thermosphere on a time scale 1/νni, where νni is
the neutral-ion collision frequency, and the thermosphere
affects the ionosphere on a time scale 1/νin, where νin is the
ion-neutral collision frequency. Note that νin and νni are
different quantities; the two collision frequencies are relat-
ed by momentum conservation during collisions, ρnνni =
ρiνin. As the neutral density is much higher than the plasma
density below 800 km [e.g., Tu et al., 2011], it takes a very
long time before the neutral wind is affected by the plasma
motion, although the plasma motion can be affected by the
neutral wind relatively quickly. Neutral dynamics can,
therefore, be included in a quasisteady state treatment of
the ionosphere. (For plasma, collisions are important when
νin is comparable or much greater than the ion gyrofre-
quency Ωi.)
In inductive-dynamic coupling, there are three intrinsic

time scales: the Alfvén (communication) time, the time for
the M-I system (thermosphere not included!) to reach equi-
librium or a quasisteady state, and the time for the complete
M-IT system to reach equilibrium.
Neglecting collisions, the coupling time from equations

(2), (4), and (5) is the Alfvén time tA = L/VA during which
the magnetic perturbation propagates from the magneto-
sphere to the ionosphere over a distance L along the mag-
netic field. The Alfvén time, or magnetosphere-ionosphere
communication time, is well known and has been consid-
ered by some to be the transient time for M-I coupling. The
time for M-I equilibrium, however, is strongly affected by
collisions and consequent wave reflection, as discussed in
section 2.3.
The condition for M-I equilibrium state is negligible time

derivative in equation (2), which implies a current (required
to balance the collision term) J = νinρiV/B and associated
magnetic perturbation |δB| = μ0ΔLJ = μ0ΔLνinρiV/B (ΔL is
the altitude range over which the current is distributed, and
all quantities are evaluated in the ionosphere). Taking the
curl of the electric field from the magnetopause to the
ionosphere gives, from equations (4) and (1), the time
required to produce this magnetic perturbation, in order of
magnitude,

δt e jδBjL
ΔE e ΔLΩi

VA

� �
½ðΩi=νinÞ2 þ 1�−1=2tA ð14Þ

(essentially the same time scale as in equation (6)). The
dimensionless coefficient of tA in equation (14) is deter-
mined by parameters in the high-collision region and is
small when the collision frequency is small. Using typical
values of the ionosphere [e.g., Song et al., 2001] gives the

transient time for dynamic processes of order of 10~15 tA,
consistent with values quoted by Song et al. [2009] and Tu
et al., [2011] as well as those obtained by wave analysis
[Lysak and Dum, 1983]. This is substantially longer than
the Alfvén time, indicating that the waves have to reflect
several times before the system reaches equilibrium (in
agreement with the discussion in section 2.3). For L ~ 20
RE and VA ~ 1000 km s�1, the Alfvén time is 120 s, and the
transient time is about 20~30 min; the latter is the observed
time scale for many important M-IT processes, such as the
substorms and magnetospheric transients [e.g., Earle and
Kelley, 1987; Russell and Ginskey, 1993, 1995; Zesta et al.,
2000; Bristow et al., 2003; Huang et al., 2008, 2010]. The
time scale (14) is obtained by self-consistently joining long-
range coupling with ionosphere-thermosphere local cou-
pling and cannot be derived from local coupling alone such
as that modeled by Strangeway [2012]. The fundamental
reason for this additional time scale is the inertia of the
ionosphere, irrelevant when the ionosphere is treated as
being in a steady state.
The third time scale, the time for the M-IT system to

reach equilibrium, in inductive-dynamic coupling as well as
in electrostatic coupling, is the neutral wind acceleration
time which is 1/νni (minimum value in the F layer, of an
order of a few hours) [e.g., Song et al., 2009]. On time
scales longer than a significant fraction of this time, the
neutral acceleration cannot be neglected. On still longer
time scales, the neutrals and the plasma are tightly coupled,
and the three fluids then can be considered a single fluid
with collisions as internal dissipation [Song and Vasyliūnas,
2011]. The neutral dynamic effects are included in most
ionospheric-thermospheric models but neglected in most
M-I coupling models.
In the following discussion of magnitudes of the physical

quantities, estimates from electrostatic coupling (in equa-
tions (15) and (18)) are applicable only to times much longer
than the second (M-I equilibrium) transient time scale. For
inductive-dynamic processes, estimates in equations (16),
(17), and (19) are for a single (incident) wave and thus apply
to times below and up to the first (Alfvén-wave communica-
tion) transient time scale. For times between the first and the
second transient time scales, the quantities become sums of
incident and reflected waves and are no longer equal to the
values given by the equations. For times much longer than
the second transient time scale, the results from inductive-
dynamic coupling (after multiple reflections) are essentially
the same as those from electrostatic coupling. (All the esti-
mates here are for weakly collisional regions and do not
include damping and neutral inertia loading effects, thus do
not apply in the lower part of the ionosphere, say, below
130 km.)
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2.4.3. Velocity mapping in weakly collisional regions. In
electrostatic coupling, the velocity variation along the magnetic
field is mapped according to the electric potential mapping
(equation (8)), or

V ¼ E0D0=BD ¼ ðB0D0=BDÞV0 e ðB0=BÞ1=2V0; ð15Þ
where D and D0 are the distance between two field lines in
the direction perpendicular to the flow and the (background)
magnetic field at two heights. In the ionosphere, since the
magnetic field strength does not change significantly over
height, the flow velocity does not change as long as it is not
affected by collisions. The last expression in equation (15) is
an approximation, derived from magnetic flux conservation
by ignoring the dependence of the ratio D/D0 on orientation
relative to the magnetic meridian.
In inductive-dynamic coupling, on the other hand, for a

single (incident) wave, the velocity may be determined
from energy conservation when collisions are weak. The
Poynting flux of the perturbations contained in a flux tube

is F ¼ SA∝S=B ¼ 1

2

jδBj2
μ0

VA

B
¼ 1

2
ρV 2 VA

B
, where A is the

cross section of the flux tube, and the last expression
follows from the Walén relation. Energy conservation here
implies that F is constant, which gives

V ¼ ðρ0=ρÞ1=4V0: ð16Þ
Note the completely different velocity variation along a
field line given by the two descriptions, equations (15) and
(16). The density dependence of the velocity (slower flow
in regions of higher density) during the dynamic stage in
inductive-dynamic coupling can be understood as due to
plasma inertia.

2.4.4. Magnetic perturbation. In electrostatic coupling,
the magnetic perturbation does not play any role in the
calculation but is derived from Ampère’s law (equation (5))
in order to compare with observations. In inductive-dynamic
coupling, the magnetic perturbation for a single wave (in a
collisionless or at most weakly collisional region) can be
related locally to the velocity perturbation according to the
Walén relation discussed in section 2.3. Combined with
equation (16), this gives the mapping relation for the magni-
tude of the magnetic perturbation

jδBj ¼ ðρρ0μ20Þ1=4V0 ¼ ðρ=ρ0Þ1=4jδB0j ð17Þ

showing that the magnetic perturbation tends to increase in
regions of higher density, also a plasma inertia effect. (Note:
the increase at very low frequencies of the effective ion density

in the expression by adding part or all of the neutral density
due to neutral inertia loading [Song et al., 2009; Song and
Vasyliūnas, 2011] becomes appreciable only at low altitudes
where the Walén relation is no longer a good approximation.)

2.4.5. Electric field mapping along a field line. In elec-
trostatic coupling, the electric field variation along the mag-
netic field is calculated from the potential,

E ¼ E0D0=D e ðB=B0Þ1=2E0; ð18Þ

where D is the perpendicular distance between two field lines
(defined the same way and with the same approximations as
in equation (15) for the velocity).
The electric field in inductive-dynamic coupling is calcu-

lated from the generalized Ohm’s law (1), which gives

E ¼ ðρ0=ρÞ1=4ðB=B0Þ1=2E0; ð19Þ

if electron collisions and Hall effect are neglected, and the
velocity is taken from equation (16). Again, the plasma
inertia effect results in additional density dependence.

2.4.6. Electric current. In electrostatic coupling, the current
is calculated from Ohm’s law (equation (10)), with the electric
field either given by some other model or obtained by solving
equation (11) with the parallel current derived from a global
MHD simulation model. The derived temporal variation of the
current is intrinsically in conflict with the assumption that
the magnetic field is constant. In inductive-dynamic coupling,
the current is derived from equation (5), using the calculated
magnetic perturbation. The Birkeland (magnetic field-aligned)
current is determined automatically by this procedure; no
special process or time delay to connect the horizontal currents
in the ionosphere with Birkeland currents is needed.

2.4.7. Poynting vector. The importance and measurements
of the Poynting vector have been promoted in recent years in
the community, which may be considered progress in the
understanding of the coupling processes. There are, however,
two distinct forms of the Poynting vector. One, the “DC”
form is calculated from the (quasi)steady electric and mag-
netic fields and is obviously the only form applicable in the
electrostatic coupling approach. In this form, the Poynting
vector is always perpendicular to the (background) magnetic
field and, in general, flows into or out of the ionosphere in
regions far away from Birkeland currents, even when the
energy input to the ionosphere is concentrated in regions
where the Birkeland currents are located. The other, the
“AC” form, is calculated from perturbation electric and
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magnetic fields and obviously can be described only in the
inductive-dynamic approach. Much of the recent observa-
tional evidence for enhanced Poynting-flux energy input into
the ionosphere refers to this form.
In inductive-dynamic coupling, the (AC) Poynting vector

is S ¼ 1

2μ0
jδBj2VA ¼ 1

2
ρV 2VA for fluctuating perturbations

that obey the Walén relation and propagate all in the same
direction along the background magnetic field (which is now,
in contrast to the DC form, the direction of the Poynting
vector); the factor O comes from averaging over fluctuations.
If there are perturbations propagating in both directions (as
with incident and reflected waves), the total Poynting vector,
being quadratic in the perturbation amplitudes, contains also
cross terms of incident and reflected waves. The sign differ-
ence between the two in the Walén relation, however,
ensures that the cross terms always cancel, independent of
any amplitude or phase difference. The calculated (AC)
Poynting vector, thus, represents the net flow (up minus
down) of electromagnetic energy along the direction of the
background magnetic field, as long as the assumptions
concerning the Walén relation hold. Energy carried by inci-
dent or reflected waves flows down or up, respectively; hence,
the measured Poynting vector, which represents the superpo-
sition of incident and reflected, is subject to the same uncer-
tainties and ambiguities discussed above for other quantities.
The Poynting vector can be derived from local measure-

ments of the magnetic field and electric field or plasma
velocity, and its direction determined from the phase differ-
ence between the magnetic and electric or velocity perturba-
tions. The energy flow is downward if the magnetosphere is
driving the ionosphere and upward if otherwise. As dis-
cussed in section 2.2, ionospheric regions (e.g., low lati-
tudes) that are not directly driven by the external source of
magnetospheric convection can still be driven, via fast mode
propagation, by ionospheric convection in other regions
(e.g., high latitude and polar cap). This secondary iono-
spheric convection can then locally drive the magnetosphere,
a process that sometimes is misleadingly called “penetration
electric field.” In these regions, the Poynting vector can be
upward, similarly to a proposed process for chromospheric
heating [Song and Vasyliūnas, 2011]. The above description
assumes that the driving accelerates the plasma flow. If the
driving decelerates the flow instead, e.g., due to a reversal of
the IMF direction, the Poynting vector is reversed (often
described as a “flywheel effect”).

2.4.8. Heating rate. The local heating rate in electrostatic
coupling is

q ¼ j•ðEþ un � BÞ ¼ σpðEþ un � BÞ2: ð20Þ

This is often referred to as Joule heating, on the basis of the
definition of Joule heating as j·E* where E* is an electric
field. Note, however, that the electric field and, hence, also
the Joule heating so defined varies with the chosen frame of
reference, whereas the true heating rate does not. There are
several frames of reference in our problem: Earth, iono-
spheric plasma, and thermospheric wind. The conventional
treatment chooses the neutral wind frame. Vasyliūnas and
Song [2005] argued that the Joule heating, as the mechanism
that converts electromagnetic energy to thermal energy,
should properly be defined in the plasma frame of reference,
and they showed that heating given by equation (20) is
predominantly collisional and not electromagnetic. That
most of the heating occurring in M-IT coupling is frictional
and not Joule heating was confirmed by Tu et al. [2011]. To
obtain the heating rate (equation (20)) observationally, one
first uses the measured plasma velocity to calculate the
electric field, then the electric potential, the conductivities,
the current. . . etc., each step involving uncertainties and
approximations. For weak collisions, the heating rate is

q ¼ 1þ ν2in
Ω2

i

 !−1
þΩiΩe

νeνin

νen
νe

þ Ω2
e

νenνe

� �−124 35
� νinρðE=Bþ un � bÞ2 ≈ νinρðV − unÞ2:

ð21Þ

The local heating rate for inductive-dynamic heating is
from Vasyliūnas and Song [2005],

q ¼ J • ðEþ V� BÞ þ νinρiðun −VÞ2: ð22Þ

For weak collisions and averaged over a long period of
time, the heating rate is

q ≈ 1þ νeνin
ΩeΩi

� �
νinρi〈ðV − unÞ2〉 − 12 ½ΔðρiV

2Þ
þΔðρnu2nÞ�=Δt e νinρ〈ðV − unÞ2〉: ð23Þ

The heating rates from the two coupling approaches are
superficially similar but differ in several respects. First,
equation (21) is valid only for quasisteady state and, there-
fore, does not include heating associated with waves, where-
as equation (23) does include wave heating, as indicated by
the average signs. In inductive-dynamic coupling, the veloc-
ity includes both incident and reflected perturbations; due to
reflection, the magnitude of the velocity can be significantly
larger than its steady state value during the dynamic period
because the average of the velocity perturbations can be
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close to zero. Second, the physical picture is much clearer for
the latter approach: heating is primarily generated by the
frictional heating between the plasma and the neutrals. If the
velocity difference between the two is measured or otherwise
known, the heating rate can be derived relatively easily.

3. CONCLUSIONS AND DISCUSSION

To model global M-IT coupling processes on time scales
shorter than about 30 min, the dynamic term in the momen-
tum equation and the inductive term in Faraday’s law need to
be included. Although the E-J and B-V schemes give the
same results in electrostatic and quasisteady state coupling,
time-dependent processes can be dealt with only with the
B-V scheme because the E-J scheme cannot describe the
time evolution self-consistently.
There are major differences between the conventional M-I

and M-IT coupling approaches and the inductive-dynamic
approach. First, the transition times are estimated differently.
Conventionally, the Alfvén time between the magnetosphere
and ionosphere or from one hemisphere to the other is
considered the transition time scale of dynamic coupling.
However, a fully coupled M-IT system cannot complete its
transition in one Alfvén time because the ionosphere has its
own inertia, and longer time is needed to accelerate the
magnetosphere- ionosphere system from one state to another.
This transient time is about 10~15 times Alfvén time or
typically 20~30 min.
Second, the propagation and reflection of waves, a most

important phenomenon during the transition, is not included
in the conventional theory. (The term “waves” here refers
generally to any type of perturbations.) This process cannot
be resolved within the ionosphere/thermosphere if it is trea-
ted as a height-integrated layer. This issue is very confusing
and has often been overlooked or misunderstood. A question
one may ask is: Why is the wave reflection so important? Or,
how much does a model miss without including wave reflec-
tion? In the presence of incidence and reflection, a physical
quantity at a given location and time is the superposition of
the two. Depending on the reflection coefficient and the
phase difference between the incident and reflected perturba-
tions, the resultant (measured) perturbation can range from as
small as zero to as large as twice the incident amplitude both
positively and negatively. For a quantity such as energy or
heating rate, proportional to the square of the amplitude, the
difference can range from zero to a factor 4. Furthermore,
because the phase difference between incidence and reflec-
tion may vary with time and location, the resulting (mea-
sured) signals are actually fluctuating within this range. It is,
thus, easy to understand why the observations of a dynamic
process (e.g., a substorm) often contain many large-amplitude

fluctuations or overshoots, which then may diminish over a
transition period after conditions stabilize. The fluctuations
can, of course, be averaged out over the transition period,
but these intense fluctuations (such as those during sub-
storms or auroral brightenings) are often of great physical
significance and constitute the subject of the study. Averag-
ing them out is tantamount to eliminating the phenomenon
of primary interest.
Third, the conventional theory does not appropriately de-

scribe the ionospheric dynamic responses to the magneto-
sphere and the coupling within the ionosphere. In fact,
because the magnetic field variations in the ionosphere is
assumed time constant and the plasma dynamic terms in the
perpendicular direction are not considered, MHD modes in
the ionosphere itself do not play a role in the theory. In
particular, the fast mode, the most effective mechanism to
mitigate force imbalance in the horizontal direction, to
communicate efficiently between different parts of the ion-
osphere and to produce ionospheric convection, does not
appear in the theoretical description; only some of its
effects in the ionosphere are mimicked by the so-called
“penetration electric field” postulated for the purpose. The
motion of ionospheric plasma in the closed field line
region is a result not of imposed electric field in the open
field region but because of magnetospheric convection
plasma flow there that, due to the requirement of continuity,
induces motion in the closed field line regions by action of
fast mode waves.
Finally, quantitatively, there are many differences between

the electrostatic and dynamic couplings, summarized in
Table 1. The coupling speeds, although very different be-
tween the two schemes, do not to produce significant differ-
ences if the region of interest is only up to a few thousand
kilometers above the Earth. The inertia effect of the plasma
plays a role in determining the perturbations of the flow
velocity, magnetic field, and electric field along the magnetic
field. The physical picture for the current is completely
different in the two coupling schemes. In quasisteady state
coupling, the system is coupled via Birkeland (field-aligned)
currents; as the Birkeland currents vary, the Pedersen
and Hall currents in the ionosphere are assumed to always
vary so as to connect properly to the Birkeland currents.
In inductive-dynamic coupling, the currents are carried by
the field and flow variations; field-aligned currents are
formed in regions where plasma condition and flow vary,
as required for self-consistency, and propagate down with
magnetic field variations from the magnetosphere to the
ionosphere. The Joule heating rate calculated in the conven-
tional theory is actually mostly frictional heating (not Joule
heating in the proper physical sense) and neglects the effects
of wave heating.
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