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Abstract In the present study, we investigate magnetosphere-ionosphere/thermosphere (M-IT)
coupling via MHD waves by numerically solving time-dependent continuity, momentum, and energy
equations for ions and neutrals, together with Maxwell’s equations (Ampère’s and Faraday’s laws) and with
photochemistry included. This inductive-dynamic approach we use is fundamentally different from those in
previous magnetosphere-ionosphere (M-I) coupling models: all MHD wave modes are retained, and energy
and momentum exchange between waves and plasma are incorporated into the governing equations,
allowing a self-consistent examination of dynamic M-I coupling. Simulations, using an implicit numerical
scheme, of the 1-D ionosphere/thermosphere system responding to an imposed convection velocity at
the top boundary are presented to show how magnetosphere and ionosphere are coupled through Alfvén
waves during the transient stage when the IT system changes from one quasi steady state to another. Wave
reflection from the low-altitude ionosphere plays an essential role, causing overshoots and oscillations of
ionospheric perturbations, and the dynamical Hall effect is an inherent aspect of the M-I coupling. The
simulations demonstrate that the ionosphere/thermosphere responds to magnetospheric driving forces as
a damped oscillator.

1. Introduction

Overshoots and oscillations of the ionospheric perturbations are routinely observed during substorms
and other transient phenomena [e.g., Russell and Ginskey, 1993; Bristow et al., 2003; Huang et al., 2008]. The
magnetosphere-ionosphere/thermosphere (M-IT) coupling models based on conventional ionospheric
electrodynamics are not able to adequately model such dramatic variations because the conventional iono-
spheric electrodynamics (with magnetosphere-ionosphere (M-I) coupling through electric current closure,
assuming a steady state ionospheric Ohm’s law) is valid only for a quasi-steady but not a dynamic M-IT sys-
tem [Vasyliūnas, 2012]. It has been shown by Song et al. [2009] and Tu et al. [2011] that an inductive-dynamic
approach, which retains plasma/neutral dynamics and inductive effects, is necessary to correctly explain
the overshoots and oscillations. In fact, coupling among different regions of space plasma occurs primar-
ily via various waves, in addition to direct flows, given that any perturbation may be decomposed into a
superposition of waves. On magnetohydrodynamic (MHD) time and spatial scales, the coupling between
the magnetosphere and ionosphere and among different regions of the ionosphere is through either
Alfvén waves propagating primarily along the magnetic field or compressional waves propagating oblique
(primarily perpendicular) to the field. Collisions (e.g., between charged particles and neutrals) are local pro-
cesses and do not directly provide long-range coupling. Collisions plus photochemical processes in the
ionosphere/thermosphere (IT) do, however, affect wave propagation and reflection at low altitudes [e.g.,
Song et al., 2005a, 2005b]. In order to correctly understand magnetosphere-ionosphere/thermosphere
(M-IT) coupling, one must, therefore, self-consistently solve time-dependent plasma and neutral continu-
ity, momentum, and energy equations, together with Maxwell’s equations that include the inductive term in
Faraday’s law and with collisional and photochemical processes.

The global MHD simulation models for the magnetosphere retain inductive effects and plasma dynamics
in the magnetosphere. The coupling to the ionosphere, however, is assumed to be governed by the con-
ventional steady state ionospheric Ohm’s law, with the ionosphere treated as a height-integrated layer [e.g.,
Walker et al., 1993; Fedder and Lyon, 1995; Janhunen, 1996; Raeder et al., 1998; Gombosi et al., 1998; Song et
al., 1999]. The only exception is the Integrated Space Weather Prediction (ISM) model [White et al., 1998;
Siscoe et al., 2002] which attempted to model the magnetosphere-ionosphere/thermosphere as a unified
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system, but so far the ionosphere/thermosphere has not been well incorporated. A height-integrated iono-
sphere has also been assumed in many wave analysis models [e.g., Lighthill, 1960; Lysak and Dum, 1983;
Glaßmeier, 1983; Kivelson and Southwood, 1988; Yoshikawa and Itonaga, 2000; Lysak and Song, 2002; Lysak,
1991, 2004; Yoshikawa et al., 2011], but wave propagation and reflection obviously cannot be resolved
within the ionosphere if the latter is treated as just a thin height-integrated layer.

Most of the global ionospheric/thermospheric models, on the other hand, neglect the inductive term in
Faraday’s law and the dynamical (time-derivative and convective) terms in the ion and electron momen-
tum equations. As a result, the models become electrostatic. An often overlooked key point is that such a
scheme describes only “quasi steady state” M-IT coupling and cannot be applied to explain transient pro-
cesses, such as substorms and auroral brightening, during which the effects of magnetic perturbations
are not negligibly small [Song et al., 2009; Tu et al., 2011; Vasyliūnas, 2012]. These models [e.g., Richmond
et al., 1992; Fuller-Rowell et al., 1996; Ridley et al., 2006] describe well the large-scale slow variations or
“climatology” of the ionosphere/thermosphere system but not the rapidly changing phenomenon or its
“weather” [Schunk, 2011]. Many other ionospheric models also assume the electrostatic condition [e.g.,
Doe et al., 1995; Huba et al., 2000; De Boer et al., 2010; Fujii et al., 2011] and thus do not contain any MHD
wave effects.

A number of ionospheric models do include inductive effects within a structured ionosphere. For example,
Hughes [1974] treated time-dependent phenomena as waves, using Fourier analysis. This approach retains
propagation and reflection effects within the ionosphere but does not describe explicitly the plasma and
neutral dynamics of the M-IT system. The ionospheric model of Streltsov and Lotko [2008] retains induc-
tive effects of the parallel electric field but does not solve the energy equations (so that energy exchange
between waves and plasma, such as wave heating, is absent), nor does it explicitly include neutral dynam-
ics. The models of Birk and Otto [1996], Zhu et al. [2001], and Otto et al. [2003] incorporated both plasma
and neutral dynamics/thermal dynamics; nevertheless, the interpretation of simulation results is still in
the context of the conventional quasi steady state assumption. The models of Lysak [2004], Woodroffe
and Lysak [2012], and Lysak et al. [2013] have been developed to model ULF wave propagation in the
structure-resolved ionosphere, which includes the inductive effects, but the ionosphere is described by
steady state Pedersen and Hall conductances.

The inductive-dynamic approach that we have developed differs from previous studies: we retain induc-
tive effects, dynamics, and thermal dynamics of both plasma and neutrals, coupled with electromagnetic
waves within the vertically structured ionosphere/thermosphere [Song et al., 2009; Tu et al., 2011]. In the
present study we extend our previous simulations by incorporating continuity and energy equations of
plasma and neutrals (in terms of plasma and neutral pressures) while still retaining the approximation of
a one-dimensional ionosphere/thermosphere. By including time-derivative and advection terms in the
plasma and neutral momentum equations and solving Maxwell’s equations, thus keeping MHD waves of all
modes, we can self-consistently investigate the dynamic M-I coupling. By adding the continuity and energy
equations, we can investigate the mutual interaction of MHD waves with plasma self-consistently and more
comprehensively. In the next section we describe the simulation model used in the present study. We dis-
cuss the implicit numerical scheme used to solve the governing equations in section 3. We present the
simulation results, which resemble the observed oscillations and overshoots of ionospheric perturbations,
in section 4 and a summary with discussion in section 5.

2. Simulation Model
2.1. Governing Equations
In the present study we consider a 1-D ionosphere/thermosphere, with all the quantities (densities, veloc-
ities, pressures, and perturbation magnetic field) varying spatially only along the vertical (z) direction, and
a constant background magnetic field 𝐁0 = −B0𝐳̂. The velocities and the perturbation magnetic field may
have components in any direction. The total magnetic field is 𝐁 = 𝐁0 + 𝐁⊥, where 𝐁⊥ is the perturbation
magnetic field, which is perpendicular to the background magnetic field in the assumed 1-D geometry as
a consequence of ∇ ⋅ 𝐁 = 0. Note that this 1-D model cannot describe the horizontal coupling of different
regions (which we intend to investigate after we understand how the magnetosphere and the ionosphere
are coupled vertically).
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The plasma and the neutral mass continuity equations are given by mass-weighted sums of the continuity
equations for individual species, separately for charged and neutral species:

𝜕𝜌

𝜕t
+

𝜕(𝜌Vz)
𝜕z

= Sm − 𝜌Lm (1)

𝜕𝜌n

𝜕t
+

𝜕(𝜌nUz)
𝜕z

= 𝜌Lm − Sm (2)

where 𝜌 and 𝜌n are the mass densities; Vz and Uz are vertical components of the bulk velocity for plasma
and neutrals, respectively; Sm is the plasma mass production rate; and Lm is the plasma mass loss coefficient.
The production and loss terms on the right-hand sides are in a form that ensures the conservation of total
mass (plasma and neutrals). Sm is determined by photoionization and chemical reaction processes and Lm by
chemical reaction processes. The procedure of calculating Sm and Lm is discussed in section 2.3.

The momentum equation for the entire plasma is obtained by summing the momentum equations of all
the charged particles [e.g., Schunk and Nagy, 2000; Song et al., 2005a]. For the assumed 1-D geometry, the
components of the plasma momentum equation perpendicular and parallel to the magnetic field become

𝜕𝜌𝐕⊥

𝜕t
+

𝜕𝜌𝐕⊥Vz

𝜕z
= 𝐉⊥ × 𝐁0 − 𝜌𝜈in(𝐕⊥ − 𝐔⊥) +

me

e
(𝜈en − 𝜈in)𝐉⊥

+ Sm𝐔⊥ − 𝜌Lm𝐕⊥ (3)

𝜕𝜌Vz

𝜕t
+

𝜕𝜌V2
z

𝜕z
+ 𝜕P

𝜕z
= 𝐉⊥ × 𝐁⊥ − 𝜌𝜈in(Vz − Uz) − 𝜌g + SmUz − 𝜌LmVz (4)

where 𝐕⊥ and 𝐔⊥ are the plasma and neutral bulk velocities perpendicular to the background magnetic field
(two components), respectively; Vz and Uz are vertical (field-aligned) component of the plasma and neutral
bulk velocities, respectively; P is the plasma thermal pressure; 𝐉⊥ is the electric current density perpendicu-
lar to the background magnetic field; e is the elementary charge; me is the electron mass; 𝜈in and 𝜈en are the
ion-neutral and electron-neutral collision frequencies, respectively; and g is the Earth’s gravitational accel-
eration. Note that for the assumed 1-D geometry, 𝐳̂ ⋅ ∇ × 𝐁 = 0; hence, locally there are no field-aligned
currents, i.e., J∥ = 0. Similarly, the momentum equation for the entire neutral medium is

𝜕𝜌n𝐔⊥

𝜕t
+

𝜕𝜌n𝐔⊥Uz

𝜕z
= 𝜌𝜈in(𝐕⊥ − 𝐔⊥) −

me

e
(𝜈en − 𝜈in)𝐉⊥ − Sm𝐔⊥ + 𝜌Lm𝐕⊥ (5)

𝜕𝜌nUz

𝜕t
+

𝜕𝜌nU2
z

𝜕z
+

𝜕Pn

𝜕z
= 𝜌𝜈in(Vz − Uz) − 𝜌ng − SmUz + 𝜌LmVz (6)

where Pn is the neutral thermal pressure. The last two terms on the right hand of (3)–(6) account for the
momentum change due to production and loss of plasma, which in general is very small in comparison to
that due to other processes included in the equations (these terms have opposite signs in the neutral and in
the plasma momentum equations, so that the total momentum is always conserved).

To obtain the thermal pressures, plasma and neutral thermal pressure equations are needed. In this
study we use the dissipation equations derived in Vasyliūnas and Song [2005] to evaluate pressures
(assumed isotropic)

3
2

P
d
dt

[
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(
P
𝜌5∕3

)]
= 𝐉⊥ ⋅ (𝐄⊥ + 𝐕 × 𝐁) + 1

2
𝜌𝜈in(𝐕 − 𝐔)2

+ 1
2
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𝜕q
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+ Qp (7)
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[
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𝜌
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)]
= 1

2
𝜌𝜈in(𝐕 − 𝐔)2 − 1

2
𝜌𝜈in𝜉(w2

n
− w2) −

𝜕qn

𝜕z
+ Qn − Cn (8)

where wn and w are the neutral and plasma thermal velocities, respectively; 𝜉 is a constant with a value of
∼ 1 [Vasyliūnas and Song, 2005], which is set to 1. Added to the equations as given by Vasyliūnas and Song
[2005] are terms associated with plasma and neutral heat flux q and qn, additional plasma heating Qp, and
neutral heating due to solar radiation Qn, as well as neutral radiation cooling rate Cn. In the present study we
simply assume Qn is balanced by Cn, i.e., Qn − Cn = 0. The plasma and neutral heat fluxes are calculated using
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formula given by Banks and Kockarts [1973]. The photoelectron heating rate given by Millward et al. [1996]
for direct photoelectron heating of thermal electrons is adapted by assuming that the heat is deposited in
the entire plasma.

The first term on the right hand of (7) represents true Joule heating (𝐄 ⋅ 𝐉 in the plasma frame of reference).
The second term is frictional heating caused by ion-neutral collisions, which is much stronger than true
Joule heating except at altitudes below 100 km [Vasyliūnas and Song, 2005; Tu et al., 2011]. The third term is
heat transfer between plasma and neutrals when their thermal velocities are different. The thermal veloc-
ity of plasma is defined by w2 = 2kBT∕m̄, where kB is Boltzmann constant, and T and m̄ are the temperature
and the mean particle mass of the plasma, respectively. From the relation P = nekBT , where ne is the electron
number density, we have w2 = 2nekBT∕nem̄ = 2P∕𝜌. A similar expression holds for the neutral thermal veloc-
ity. Therefore, we can write the third term on the right hand of (7) (and the second term on the right hand of
(8)) as

1
2
𝜌𝜈in𝜉(w2

n
− w2) = 𝜌𝜈in𝜉

(
Pn

𝜌n

− P
𝜌

)
(9)

We also need Maxwell’s equations if we are to include MHD waves,

𝜕𝐁⊥

𝜕t
= −𝐳̂ ×

𝜕𝐄⊥

𝜕z
(10)

𝜇0𝐉⊥ = 𝐳̂ ×
𝜕𝐁⊥

𝜕z
(11)

where we have neglected the displacement current term since we only consider low-frequency phenom-
ena. The electric field 𝐄⊥ is evaluated from the generalized Ohm’s law with electron inertia terms neglected
[e.g., Vasyliūnas and Song, 2005], giving in the assumed 1-D geometry

𝐄⊥ = −(𝐕z × 𝐁⊥ + 𝐕⊥ × 𝐁0) +
1

ene

𝐉⊥ × 𝐁0 + 𝜂𝐉⊥ (12)

where the resistivity 𝜂 = me(𝜈en + 𝜈ei)∕e2ne with 𝜈ei the electron-ion collision frequency.

For simplicity, we calculate the electron density used to derive the resistivity by using quasi-neutrality ne =
𝜌∕m̄, where the mean plasma particle mass m̄ is determined initially by the densities of various ion species
calculated from the International Reference Ionosphere (IRI2011) [Bilitza et al., 2011]. Since we treat the
plasma as a single fluid and do not follow the temporal evolution of mass density for individual ion species,
we cannot update m̄ and must keep it constant at its initial value. The simulation thus describes the evolu-
tion of the M-IT system only for a limited period of time, before vertical plasma transport has changed the
ion compositions appreciably. From the continuity equation (1), we can determine the order of magnitude
of the time scale, Δt, during which 𝜕m̄∕𝜕t is negligibly small compared to other terms. Inserting 𝜌 = nem̄ into
(1), we have Δt ∼ Δz∕Vz or, taking Δz = 1000 km and vertical transport velocity Vz = 1 km/s, Δt ∼ 1000 s.
This time period, during which M-IT coupling is dominated by dynamic rather than by aeronomic effects, is
the focus of our study.

In the present simulations we represent the M-IT system by a small-size model only 920 km in altitude
(80–1000 km). The calculated time scales of interest are shortened accordingly and range from several sec-
onds to several tens of seconds, as shown in section 4, because the propagation time of the Alfvén waves
(or Alfvén travel time) is about half a second for such small distances. With the M-IT system given its real size,
if the driving force is at the magnetopause, about 10 RE away from the ionosphere, the Alfvén travel time
is of the order 100 s and the time scales, e.g., for the ionosphere to change from one quasi steady state to
another, become the order of tens of minutes.

2.2. Boundary Conditions
At the bottom boundary (z = 80 km), it is assumed that transport effects are negligibly small; hence, the
plasma and neutral mass densities are determined by production and loss processes

𝜕𝜌

𝜕t
= Sm − 𝜌Lm (13)

𝜕𝜌n

𝜕t
= 𝜌Lm − Sm (14)
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The horizontal velocity components of the plasma, 𝐕⊥, and neutral, 𝐔⊥, are set to 0 at the lower boundary.
The vertical (z) velocity component is also assumed 0 at the lower boundary in principle; in the simulation,
however, the vertical velocities are defined at half grid indexes j + 1∕2 (j = 0, 1, 2, ..., N, where N is the num-
ber of spatial cells; see section 3 for more detailed discussion), so that we need to specify the values for Vz

and Uz at the index −1∕2 (half grid below the lower boundary) and set Vz,−1∕2 = Uz,−1∕2 = 0. The pressures
at the lower boundary are simply kept at their initial values, calculated by using plasma and neutral densi-
ties and temperatures from the IRI2011 model and NRLMSISE00 empirical thermospheric model [Picone et
al., 2002]. Test runs (data not shown) have shown that the simulation results are not sensitive to the lower
boundary conditions for densities, velocities, and pressures. This is reasonable because of strong collisions
at 80 km, which makes plasma and neutral barely move in response to driving forces from the top boundary.
For the perturbation magnetic field, either 𝐁⊥ = 0 or 𝜕𝐁⊥∕𝜕z = 0 (equivalent to 𝐉⊥ = 0) may be considered
as reasonable boundary conditions at the bottom of the ionosphere, which can be regarded as the interface
between the conducting ionosphere and the atmosphere that is effectively nonconducting (although not
a perfect insulator in reality). We tested both possible boundary conditions, with the result that, while the
detailed values are different for the two, the basic features of interest, such as overshooting and oscillations
in the velocities, pressures, and perturbation magnetic field (as shown in section 4) are found in the simula-
tion with either one. In this paper we present results only for the simulation with boundary condition 𝐁⊥ = 0
at z = 80 km.

At the top boundary (1000 km), we impose open boundary conditions (i.e., the spatial derivative of densities,
velocities, pressures, and perturbation magnetic field are 0) besides the imposed antisunward convection
velocity Vx . Note that we simulate a scaled M-IT system with the top boundary only at 1000 km. The Vx

is specified as the driving source similar to that at the magnetopause. We have also tested other bound-
ary conditions at the top, such as linear extrapolation of the densities, velocities (other than the specified
Vx), and pressures, and have found that simulations results are essentially the same, but for long-time runs
simulations are more stable with open boundary conditions.

2.3. Photoionization and Chemical Reactions
The production rate Sm and the loss coefficient Lm in the continuity equations (1) and (2) are determined
by ion production and loss processes. Ions are produced by photoionization of neutrals and by chemical
reactions of ions with neutrals; the latter are also responsible for loss of ions in the reactions.

The photoionization rate of neutral species s is given by [e.g., Schunk and Nagy, 2000]

ps(z) = ns(z)
∑
𝜆

𝜎 i
s
(𝜆)F(𝜆) exp

[
−
∑

r

𝜎a
r
(𝜆)∫

∞

z

nr(l)dl

]
(15)

where ps(z) is the photoionization rate of neutral species s at altitude z; ns and nr are the densities of neu-
tral species s and r, respectively; F(𝜆) is the incident solar EUV flux at wavelength 𝜆; and 𝜎 i

s
(𝜆) and 𝜎a

r
(𝜆) are

the ionization and photoabsorption cross sections, respectively, of species s at 𝜆. The integral ∫ ∞
z

nr(l)dl is
evaluated along a ray from the sun to the observation point at altitude z. We use the method developed by
Smith and Smith [1972] to calculate the integral, which is based on an exponential atmosphere and is gener-
ally accurate enough when the solar zenith angle 𝜒 ≠ 90◦. The incident solar EUV flux is calculated from the
solar EUV flux model for aeronomic calculations developed by Richards et al. [1994] which is based on a
reference flux F74113 in 37 bins of the wavelength

F(𝜆i) = F74113i{1 + Ai[(F107 + F107A)∕2 − 80]}, i = 1, 2, ..., 37 (16)

where F107 is 10.7 cm solar flux and F107A is its 81 day average (centered at the date of F107). The values
of F73113i and Ai for 37 wavelength bins from 50 to 1050 Å, along with the photoabsorption and photoion-
ization cross sections in the 37 bins for various neutral species, are given in Richards et al. [1994]. In our
simulations we calculate photoionization rates for N, O, He, N2, and O2 from (15). The densities of N, O, He,
N2, and O2 are determined by the empirical thermospheric model NRLMSISE00. In addition, using the same
method in Huba et al. [2000], we also include nighttime photoionization due to starlight (stellar continuum
radiation in the spectral interval 911–1026 A) and resonance scattering of solar Ly − 𝛼 and Ly − 𝛽 into the
night sector, which are important to maintain the nighttime E region of the ionosphere.

Besides photoionization, charge exchange or dissociative reactions change ion species from one to another
so that the mean plasma particle mass is altered. We consider 21 reactions, listed in Huba et al. [2000].
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An ion-electron pair may be lost through recombination. We consider seven recombination processes,
namely, O+ + e → O, H+ + e → H, He+ + e → He, NO+ + e → NO, N+

2
+ e → N2, N+ + e → N, and O+

2
+ e → O2.

The reaction rates of these recombination reactions are obtained from Schunk and Nagy [2000].

The plasma mass production rate and loss coefficient are thus defined as

Sm =
∑

s

msps +
∑

s

∑
r

msnsnrkr,s (17)

𝜌Lm =
∑

r

∑
s

mrnrnskr,s +
∑

t

mtntnekr,e (18)

where ms and ns are the mass and number density of the neutral species s, respectively; kr,s is the reac-
tion rate of ion species r with the neutral species s to produce the ion species s (and to cause the loss of
ion species r); mr and nr are the mass and density of ion r, respectively, involved in the reaction; and kr,e is
the recombination rate of the ion r with the electron. Those reaction rates are also taken from Schunk and
Nagy [2000].

In the simulation model of the present study, the plasma and the neutrals are each treated as a single fluid
so that the density and temperature of the individual ion species (as well as the individual neutral species)
are not updated in time. The plasma mass production rate Sm and loss coefficient Lm therefore are held con-
stant in the simulations and are calculated only at the initial time, with the density of the individual ion
species and the ion and electron temperatures determined from the IRI2011 empirical model, and with the
density of the individual neutral species and the neutral temperature determined from the NRLMSISE00
model. Although the limitation of unvarying density of individual neutral species and mean plasma particle
mass m̄ restricts the ability of our simulation model to adequately describe the corresponding ionospheric
modifications, the model does yield a reasonable representation of ionospheric/thermospheric response
to magnetospheric input during the transition period, similarly to models of Birk and Otto [1996] and
Dreher [1997].

3. Numerical Scheme

By substituting the electric current density from Ampère’s law (11) into (3)–(5) and into (7), and the electric
field from the generalized Ohm’s law (12) into (7) and (10), we obtain a set of nonlinear partial differen-
tial equations for plasma and neutral mass densities 𝜌 and 𝜌n, velocities 𝐕 and 𝐔, pressures P and Pn, and
perturbation magnetic field 𝐁⊥. This equation set describes the dynamics of the plasma, neutrals, and mag-
netic field on MHD time scales for a self-consistent simple 1-D ionosphere/thermosphere, with Hall effect,
collisional resistivity, plasma-neutral friction, and photochemistry included.

The nonlinear differential equations are discretized with a fully implicit difference method. We chose the
fully implicit difference scheme instead of an explicit one in order to remove the strict restriction on the time
step by the stiffness of the differential equations [Tu et al., 2011]. The stiffness arises from terms containing
the ion-neutral collision frequency 𝜈in, which is very large (up to 106 s−1; see Figure 1) in the low-altitude
ionosphere. The difference equations resulting from the fully implicit scheme, with normalized variables, are

𝜌̄n+1
j

− 𝜌̄n
j

Δt̄
+

(𝜌̄V̄z)n+1
j+1∕2

− (𝜌̄V̄z)n+1
j−1∕2

Δz̄
= S̄m,j − L̄m,j𝜌̄

n+1
j

(19)

𝜌̄n+1
n,j

− 𝜌̄n
n,j

Δt̄
+

(𝜌̄nŪz)n+1
j+1∕2

− (𝜌̄nŪz)n+1
j−1∕2

Δz̄
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Figure 1. Altitude variation of Alfvén speed VA =
√

B0∕𝜌𝜇0 and ion-neutral and electron collision frequencies, 𝜈in and 𝜈e = 𝜈en + 𝜈ei ,
calculated at the start of the simulation (t = −120 s).
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where superscript n + 1 represents the (n + 1)th time step and subscript j is the spatial grid index, 𝛼 =
𝜌0∕𝜌n0 with the constants 𝜌0 and 𝜌n0 being the plasma and neutral mass densities at the top boundary of the
simulation domain, specified at the start of the simulation, and 𝜈̄e = 𝜈̄en + 𝜈̄ei. The variables with a bar in
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(19)–(27) are those normalized to quantities at the top boundary. The normalization is 𝜌̄ = 𝜌∕𝜌0, 𝜌̄n = 𝜌n∕𝜌n0,
𝐕̄ = 𝐕∕VA0, 𝐔̄ = 𝐔∕VA0, 𝐁̄ = 𝐁∕B0, n̄e = ne∕ne0, t̄ = t∕t0, z̄ = z∕L, Ω̄e = Ωe0t0, Ω̄i = Ωi0t0, 𝜈̄en = 𝜈ent0,
𝜈̄in = 𝜈int0, 𝜈̄ei = 𝜈eit0, P̄ = P∕𝜌0V2

A0
, P̄n = Pn∕𝜌n0V2

A0
, 𝐠̄ = 𝐠t0∕VA0, S̄m = Smt0∕𝜌0, L̄m = Lmt0, Q̄p = Qpt0∕𝜌0V2

A0
,

Q̄n = Qnt0∕𝜌n0V2
A0

, and C̄n = Cnt0∕𝜌n0V2
A0

. Here ne0 is the electron number density at the top boundary and
determined at the start of the simulation, B0 is the strength of the background magnetic field, Ωe0 = eB0∕me,
Ωi0 = eB0∕m̄i0 with m̄i0 the average ion mass at the top boundary, VA0 = B0∕(𝜌0𝜇0)1∕2 is the Alfvén velocity
at the top boundary with 𝜇0 the permeability in vacuum, and t0 = L∕VA0 with L the length of the simulation
domain.

The superscript and subscript are applied to every individual variable inside a pair of parenthesis in
(19)–(27), e.g.,

(
V̄z𝜌̄𝐕̄n+1

⊥

)
j+1∕2

= V̄ n+1
z,j+1∕2

𝜌̄n+1
j+1∕2

𝐕̄n+1
⊥,j+1∕2

(28)

where values at j + 1∕2 are simply evaluated as the average of the values at two adjacent grids, e.g., 𝜌̄j+1∕2 =
(𝜌̄j+1 + 𝜌̄j)∕2 (note that V̄z is defined at j + 1∕2). The term (V̄2

z
𝜌̄)j in (22) (similar term in (24)) is evaluated with

zip type differencing (V̄2
z
𝜌̄)j = 𝜌̄j V̄z,j+1∕2V̄z,j−1∕2 to avoid certain nonlinear numerical instabilities [Hirt, 1968].

Equations (19)–(27) are a set of nonlinear algebraic equations, which can be cast into the concise form

𝐟 (𝐱, 𝐱n, (n + 1)Δt) = 0 (29)

where 𝐱 represents the (unknown) solution vector at time step n+1 and 𝐱n the solution vector at time step n.
At each time step, we use a Newton-like iterative method [e.g., Kelley, 2003] to solve the nonlinear algebraic
equations (29) by using

𝐱k+1 = 𝐱k −
[
𝐟 ′
(
𝐱k, 𝐱n, (n + 1)Δt

)]−1

𝐟
(
𝐱k, 𝐱n, (n + 1)Δt

)
(30)

where subscript k + 1 (k) represents the (k + 1)th (kth) iteration and [𝐟 ′ ]−1 is the inverse of Jacobian matrix
that has elements Ji,j = 𝜕fi∕𝜕xj with fi being the ith equation in function vector 𝐟 and xj the jth element of the
solution vector 𝐱. At each iteration, we solve a linear equation system (30) with a sparse matrix.

Solving the nonlinear system (29) of N equations is by no means easy when N is large because it is expen-
sive to process a large Jacobian matrix at each iteration. Numerous methods have been developed to solve
such a nonlinear equation system. Many are based on Krylov subspace (KSP) method [e.g., Saad, 2003],
which is efficient for solving linear algebraic equations. In the present study, we adapt a nonlinear equation
solver from a Portable Extensible Toolkit for Scientific Computation (PETSc) package developed by PETSc
team at Argonne National Laboratory (URL:http://www.mcs.anl.gov/petsc). The scalable nonlinear equations
solver (SNES) in the PETSc provides an efficient and extensible way of solving nonlinear equations based
on Newton-like iterative method, which invokes one of various KSP-based algorithms to solve the linear
equation system either sequentially or in parallel [Balay et al., 1997].

4. Coupling Through MHD Waves

The most important effect included in the governing equations discussed in section 2.1, in contrast to the
equations of conventional IT models, comes from the time-derivative terms in momentum equations and
Faraday’s law, with which the MHD wave propagation and reflection are included in a self-consistent man-
ner. Song et al. [2009] and Tu et al. [2011] have, by numerically solving a subset of the above governing
equations (i.e., without continuity and energy equations and without pressure gradients and gravity forces),
investigated dynamic M-IT coupling when magnetospheric convection suddenly changes. Their simulations
have shown that reflection of Alfvén waves in the ionosphere plays an important role in causing overshoots
of ionospheric perturbations. In the following we present such overshoots and oscillations obtained from
numerical solutions of the equations described in 2.1, to further illustrate M-I coupling through Alfvén
waves. We also find some features that do not appear in solutions of the subset equations. With inclusion of
the continuity and energy equations, compressional modes are present in the system.
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Figure 2. Time variation of antisunward convection velocity imposed at the top boundary.

4.1. Transients in the Ionosphere
The present simulation, with initial values and basic parameters specified as described above and spatial res-
olution Δz = 5 km, is carried out for the northern pole in winter solstice and at local midnight, background
magnetic field 𝐁0 = −B0ẑ with B0 = 50, 000 nT, and initial (or background) plasma and neutral velocities set
to 0. For the purpose of helping interpret the simulation results, we plot in Figure 1 altitude profiles of Alfvén
speed VA =

√
B0∕𝜌𝜇0 and ion-neutral and electron collision frequencies, 𝜈in and 𝜈e = 𝜈en + 𝜈ei , calculated at

the start of the simulation. Note that the Alfvén speed changes with time since plasma mass density 𝜌 does.
The collision frequencies are held constant in time as are the production and loss rates because the density
of individual neutral and ion species is not updated.

The modeled ionosphere/thermosphere system is driven by an antisunward convection velocity (along
x direction) at the top boundary (z = 1000 km). The imposed Vx at the top boundary increases from 0
to 600 m/s in 0.1 s and is maintained at 600 m/s for 2 min; then, at the time taken as t = 0, it increases
to 2000 m/s in 0.1 s and is maintained at this value for 1 min. The time history is shown in Figure 2. Since
the time for the top boundary convection to increase from 600 m/s to 2000 m/s is 0.1 s, we use time step
Δt = 0.01 s. Other time steps, such as 0.1 s and 1 s, have been tested. With larger time steps, fine varia-
tions are not resolved, but the essential features (overshoots and oscillations during the dynamic period)
are the same as those from the simulation with the time step of 0.01 s. Note that the initial state of the
ionosphere/thermosphere given by the IRI2011 and NRLMSISE00 models are not in equilibrium without
the perturbation magnetic field and velocities. The first 2 min with weak convection velocity at the top
boundary are run simply to establish equilibrium of the governing equations. The simulation of the time
interval 0–60 s after establishment of equilibrium constitutes the real study of the dynamical response to
the magnetospheric driver, which is presented and discussed below.
4.1.1. Wave Propagation, Reflection, and Overshoots
As mentioned already, overshoots and oscillations of ionospheric perturbations during the transient period
are produced by superposition of incident and reflected waves. In order to clearly illustrate this point, we
show in Figure 3 the altitude distribution of the antisunward plasma velocity Vx at selected times. At t = 0,
the ionosphere is in a quasi steady state, established after a 2 min run from the initial ionosphere and ther-
mosphere specified by empirical models. The velocity Vx has the value of 600 m/s (which has been imposed
at the top boundary) uniformly at all altitudes down to 150 km; below about 150 km, where the ion-neutral
collision frequency becomes higher than the ion gyrofrequency, the velocity decreases rapidly to the value
of 0 imposed at the lower boundary. As the velocity at the top boundary is then increased to 2000 m/s over a
short period of 0.1 s, the velocity change propagates downward along the field line, carried by Alfvénic per-
turbations, while collisions reduce the amplitude and neutral inertia loading reduces the propagation speed
for lower frequency perturbations [Song et al., 2005b]. At t = 0.15 s the wave front has reached 400 km alti-
tude, with velocities at all higher altitudes increased above their initial quasi-steady value. At 0.46 s, equal to
the Alfvén travel time in the present simulation, the wave front has arrived at the bottom of the ionosphere
and the velocities have increased at all altitudes (with the exception of the collision-dominated region at
the bottom). Later, at t = 0.55 s the velocities increase further at all altitudes and show slight enhance-
ments in the region between about 150 and 300 km, consistent with in-phase superposition of incident and
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Figure 3. Altitude distribution of antisunward component of plasma velocity, Vx , at several given times.

reflected waves. Later still, at t = 1.7 s, strong overshoots (velocity value larger than that imposed at the top
boundary) occur at all altitudes, due presumably to phase matching of incident and reflected waves.

Figure 4 displays contour plots of the x component (top) and y component (bottom) of plasma velocity as
functions of time and altitude. The time is shown in units of Alfvén travel time, defined as the integrated
time for a perturbation to propagate from the top to the bottom boundary at the local Alfvén speed, taking
into account the variation of density with altitude; the actual propagation time is slightly (about 10%) longer
than the nominal travel time calculated from the local Alfvén speed because of neutral inertia loading effect
associated with strong collisions at the lowest altitudes [Song et al., 2005b]. In the simulation the Alfvén
travel time has the short value of about 0.46 s because the M-IT system has been scaled to a small size of
only 920 km in altitude.

Figure 4. Plasma velocity components (top) Vx and (bottom) Vy as functions of time (in units of Alfvén travel time tA) and altitude. The
time is also given in seconds below the Vy panel.
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Figure 5. The x and y components of the perturbation magnetic field, Bx and By , as functions of Alfvén travel time and altitude.

As seen in Figure 4, the full strength of the driver reaches the bottom of the ionosphere in about 2 Alfvén
travel times (about 1 s in the simulation). Afterward, Vx above 125 km first undergoes strong overshoots
(1.5 times larger in magnitude than the velocity imposed at the top boundary), between t = 2 and t =
4 Alfvén travel times, and then in the region between about 130 km and 840 km is depressed below the
velocity imposed at the top. Overshoot and depression repeat two more times. After ∼ 20 Alfvén travel
times, Vx above 130 km has essentially reached a quasi steady state, with no significant altitude variation.
Below 130 km, the velocities are much smaller, and there are weak oscillations remaining for a longer time.
The fact that, at low altitudes, velocities take longer to reach steady state values and oscillations persist for a
longer time can be accounted for by the much more frequent ion-neutral collisions there, as a consequence
of which it takes longer to build up the Lorentz force (or equivalently the current) to balance the collision
force [Tu et al., 2011] and thus to establish the quasi steady state.

An interesting phenomenon shown already in the simulations of Song et al. [2009] and Tu et al. [2011] is
that imposing antisunward convection velocity at the top boundary not only pushes the ionosphere to
move in the antisunward direction but also produces a dawn-to-dusk component (positive for dawnward) of
plasma flow (see Figure 4, bottom), owing to the y component of 𝐉×𝐁 force (Hall effect). This issue is further
discussed in section 4.1.2.

Similar overshoots and oscillations are also observed in other ionospheric quantities and can be similarly
explained as consequences of wave reflection. Figure 5 shows the Bx and By components of the magnetic
field as functions of time and altitude. The magnetic field experiences strong variations during the first 40
Alfvén travel times and reaches a quasi steady state thereafter. The Bx is sunward and decreases with increas-
ing altitude (𝜕Bx∕𝜕z < 0), while By is dawnward and in general increases with increasing altitude (note the
difference in dynamic range of the color coding for the two components). It can be shown, by examining
the plasma momentum equation, that these spatial variations of the magnetic field are consistent with the
variations of plasma velocity shown in Figure 4.
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Figure 6. Time variations of Vx and Vy at 120 and 600 km during the first 20 Alfvén travel times.

4.1.2. The Dynamical Hall Effect
As shown in Figures 4 and 5, perturbations are induced in Vy and By even though the imposed velocity is in
the x direction. Similarly to Vx , the Vy component also displays strong variations within the first 20 Alfvén
travel times, but the magnitude of Vy is smaller than that of Vx . At altitudes below about 190 km, the varia-
tions last for a longer time than at higher altitudes. After about 40 Alfvén travel times, Vy subsides to near 0
above 160 km but remains strongly duskward around 120 km. This duskward velocity component is caused
by the combined action of the y component of 𝐉 × 𝐁 force (or dawnward bending of field lines) and the dif-
ference in electron-neutral and ion-neutral collisions (the third term on the right-hand side of equation (3)),
which are balanced by the ion-neutral collision force 𝜌𝜈in(Vy − Uy) and by the spatial gradient of Vy once the
plasma velocity has been established [Song et al., 2009].

The presence in the lower ionosphere of velocity and magnetic field components perpendicular to the
imposed magnetospheric convection velocity is well understood as the result of the Hall effect. Conven-
tional M-I coupling models, however, derive this result from the steady state ionospheric Ohm’s law with
Hall and Pedersen conductivities and therefore have neglected all dynamical effects. This restriction is
not present in our calculation, which uses the generalized Ohm’s law (12) instead. The difference between
the dynamical Hall effect and the conventional steady state Hall effect is most obvious from the appear-
ance, during the transient phase in our simulation, of Vy and By perturbations at higher altitudes, where the
ion-neutral collision frequency is low. In the conventional steady state description, the Hall effect produces
Vy and By only in regions where the collision frequencies are high.

In order to better understand the dynamical Hall effect, we take a closer look at time variations of horizon-
tal plasma velocity components. Shown in Figure 6 are time variations of Vx and Vy at two selected altitudes,
120 km and 600 km, during the first 20 Alfvén travel times, with particular attention to the change of veloc-
ity components from initial quasi-steady values at t = 0 during the first few Alfvén travel times. When the
antisunward convection velocity imposed at the top boundary has jumped from 600 m/s to 2000 m/s dur-
ing 0.1 s (about 1/5 of an Alfvén travel time), the induced perturbation propagates downward at high Alfvén
speed (about 10,000 km/s at high altitudes but decreasing to under 3000 km/s in the F region). The result-
ing perturbation in Vx (an initial rapid increase) appears promptly at 600 km (see blue solid line in Figure 6)
but with a delay of about 1 Alfvén travel time at 120 km (black solid line). The perturbation in Vy begins
at 120 km (black dotted line) at almost the same time as the perturbation in Vx there and then appears
at 600 km (blue dotted line) with a further delay of about 1 Alfvén travel time. This time sequence can be
understood on the basis of the governing equations. When the imposed Vx propagates downward from
the top boundary, it produces Bx self-consistently, according to the Walén relation; in this initial phase, from
(3), perturbations in Vy and By are essentially negligible. After the wave front has reached the lower iono-
sphere, Bx begins to generate a By perturbation by the Hall effect through (10), (11), and (12). Note that
wave reflection tends to increase the magnetic perturbation while decreasing the velocity perturbation
above the reflection surface [Song and Vasyliūnas, 2013], and the decrease of electron density ne below
the F2 peak amplifies the Hall term in (12). The perturbation in Vy is produced by By first in the low-altitude
ionosphere, via the Lorentz force in (3), and is then carried upward by the reflected wave. This is the
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Figure 7. (top) Time variations in magnitude of the perturbation magnetic field 𝛿B = (B2
x
+ B2

y
)1∕2 at 420 km. Black line from simulation

with unmodified initial ionospheric density, purple line from simulation with doubled initial ionospheric density. (bottom) Variation
of oscillation period T versus height-integrated ionospheric mass Mi . Diamonds represent simulation results with half, unmodified,
doubled, and tripled initial ionospheric mass density. Solid and dashed lines are the square root and linear dependence T ∝ M0.5

i
and

T ∝ Mi , respectively.

dynamical Hall effect plays in M-I coupling, a process not described by the conventional M-I coupling theory
with its electrostatic assumption.

4.2. Dependence of Oscillation Period on Ionosphere/Thermosphere Inertia
The overshoots and damped oscillations shown in sections 4.1.1 and 4.1.2 suggest that the iono-
sphere/thermosphere act like a damped oscillator when it responds to a driving force from the magneto-
sphere. While it is natural to relate the damping to the dissipation of and work done by the Alfvén wave
energy in the IT system, it is not obvious what exactly determines the oscillation period; the periods seen
in Figures 4–6 do not equal the simple Alfvén travel time. This problem can be solved by carefully examin-
ing the dispersion relation derived from the governing equations in 2.1, which will be reported elsewhere.
Here we compare simulations with different initial ionospheric densities, to see how the change affects the
oscillation period.

We perform simulations with different initial densities of electron and individual ion species but maintain
the same altitude profiles, the same neutral densities, and the same collision frequencies; the only change
is in the height-integrated mass of the plasma. The results are shown in Figure 7 for simulations with half,
unmodified, doubled, and tripled ionospheric mass density at the start of the simulations. Figure 7 (top)
shows time variations in magnitude of the perturbation magnetic field 𝛿B = (B2

x
+ B2

y
)1∕2, for two simulations:

one with unmodified ionospheric mass and one with doubled ionospheric mass. Doubling the initial iono-
spheric density (i.e., doubling the inertia) increases the oscillation period by a factor ∼1.6. The dependence
of the oscillation period on ionospheric inertia is demonstrated more clearly in Figure 7 (bottom), which
shows that the oscillation period T varies approximately as a power of the height-integrated mass Mi, with
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Figure 8. Time variations of plasma pressure at selected altitudes. Constant values have been subtracted from the pressure at each
altitude to make the plot readable.

a power index slightly above 0.5. If the oscillation is related to multiple reflection of Alfvén waves up and
down, the oscillation period is expected to be some multiple of the Alfvén travel time or proportional to M0.5

i

( which is perhaps not inconsistent with the results of Figure 7, given the latter’s uncertainties).

4.3. Excitation of Compressional Waves
The global response of the ionosphere/thermosphere, considered as a separate system, to a magneto-
spheric driver is conventionally often discussed in terms of penetration electric field [e.g., Kelley et al., 1979;
Huang et al., 2008; Tsurutani et al., 2008]. This concept may be useful sometimes as a mathematical descrip-
tion but not as a physical explanation because the electric field cannot directly drive large-scale motion
[Buneman, 1992; Vasyliūnas, 2001; Tu et al., 2008]. The simplest physical argument [Vasyliūnas, 2001, 2012]
is that linear momentum in the electromagnetic field is very small compared to that in plasma bulk flow,
so that it is the flow that imposes the electric field and not the other way around. The global ionosphere
should be viewed as driven by, e.g., enhanced magnetospheric convection. The enhancement acts, at least
initially, only on relatively small areas at high latitudes, which suggests the basic idea discussed by, e.g.,
Song and Vasyliūnas, [2013]: antisunward flow imposed in the open field line region (the polar cap) creates a
higher pressure at the nightside interface to the closed field line region and a lower pressure at the dayside
interface, launching fast mode compression and rarefaction waves, respectively, which by continuity pro-
duce convection cells in the polar ionosphere, from where they propagate, at the fast mode speed, into the
low-latitude and equatorial ionosphere (producing equatorial upward motions, among other effects).

For propagation strictly along the magnetic field in low 𝛽 plasma, MHD fast and Alfvén wave modes become
identical, and the slow mode wave becomes essentially a sound wave. Since the restriction to parallel
propagation is inherent in the geometry of our 1-D simulation, compression or rarefaction fast mode waves

Figure 9. Time variations of plasma temperature at 160 and 200 km.
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Figure 10. Contour plot of heating rate as a function of time and altitude.

cannot be directly investigated at present. To lowest order, equations (3) and (4) are not coupled, with (3)
describing the Alfvén wave and (4) the sound wave. However, the presence of gravity in (4) couples pressure
and gravity, producing an acoustic-gravity wave mode. Heating by oscillating Alfvén waves in the presence
of ion-neutral collisions produces, through energy equation (7), a plasma thermal pressure oscillation which
can propagate vertically up and down even in the 1-D simulation geometry. Figure 8 shows time variations
of plasma pressure at selected altitudes of 160 km, 200 km, 240 km, 280 km, and 320 km. Oscillations of the
pressure are evident, their amplitude increasing with increasing altitude, and there is a phase delay at higher
altitudes, indicating a pressure wave propagating upward. The phase velocity can be estimated from the
altitude dependence of the phase as 200 km/s or 400 km/s at lower or higher altitudes. These observed fea-
tures are similar to those of acoustic-gravity waves in the atmosphere, but the propagation speed is much
faster because of the different parameter range. Note also that the pressure oscillations at altitudes below
about 200 km are almost in phase. As shown below in Figure 10, wave heating is concentrated around about
120 km and 275 km, giving two regions of strong heating that can drive pressure waves propagating up and
down; in between the two, waves from the two sources propagate in opposite directions, thus making the
phase delay at different altitudes essentially disappear.

Pressure oscillations are strongly associated with temperature variations. Figure 9 shows plasma temper-
ature variations with time at two selected altitudes, which correspond to the variations seen in plasma
pressure. The plasma temperature increases by 600–800 K because of frictional heating due to ion-neutral
collisions. Figure 10 shows the contour plot of the heating rate (the sum of the first and second terms on the
right-hand side of equation (7)) versus time and altitude. Large variations of the heating rate are seen during
the first 20 Alfvén travel times, in association with large variations of plasma velocity (see Figure 3, noting
that the relative velocity between plasma and neutrals corresponds essentially to the plasma velocity since
the neutrals have not been appreciably accelerated). The strongest heating, producing a rapid increase of
temperature, occurs when Vx overshoots the imposed convection velocity. The heating strength oscillates
due to superposition of incident and reflected Alfvén waves, leading to oscillation of plasma temperature
and hence of pressure.

5. Summary and Discussion

The simulation results reported in this paper clearly demonstrate the difference between the two descrip-
tions of dynamic M-I coupling during the transient period when the IT system changes from one quasi
steady state to another in response to an enhanced magnetospheric convection: our inductive-dynamic
approach (in which inertia terms in the momentum equations are retained, Faraday’s law and Ampère’s law
are included among the equations, and MHD wave effects are explicitly considered) with plasma/neutral
dynamics and thermal dynamics incorporated, and the conventional steady state/electrostatic approach.
While some previous studies included inductive effects within structure-resolved ionosphere, they either
excluded plasma and neutral dynamics and/or thermal dynamics [e.g., Hughes, 1974; Lysak, 2004; Lysak et al.,
2013; Woodroffe and Lysak, 2012; Streltsov and Lotko, 2008] or interpret the simulation results in the context
of conventional quasi steady state assumption [Zhu et al., 2001; Otto et al., 2003].
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Overshoots and oscillations resembling those observed during substorms and other transient phenomena

[e.g., Russell and Ginskey, 1993; Bristow et al., 2003; Huang et al., 2008] are clearly found in the simulations and

can be explained by superposition of incident and reflected Alfvén waves, the phase difference between

the two depending on altitude and time. The IT system responds as a damped oscillator. The damping can

be understood by considering that the energy from the magnetosphere is dissipated (largely transferred to

heat) and momentum from the magnetosphere does work (to push the IT). The oscillation period depends

on the IT inertia because the force terms (associated with the current density in the momentum equations)

are not proportional to the mass (unlike an ordinary pendulum). Note that this process is different from an

Alfvén resonator [Poliakov and Rapoport, 1981], in which the Alfvén waves resonate between two altitudes

(F layer peak and about 3000 km) where large Alfvén velocity gradients may exist.

We emphasize that the time of the dynamic stage should scale with the Alfvén travel time tA over the real

distance to the magnetopause or to the reconnection region in the magnetotail. As discussed in section 2.1,

the simulations are conducted with a scaled M-IT system of only 920 km in altitude. If the simulation domain

is extended out to the actual source of the driving force (e.g., at the dayside magnetopause), the Alfvén

travel time will be of the order of 100 s and thus the dynamic stage will last 20–30 min. This scaling can

be understood by considering Faraday’s law and force balance in the plasma momentum equation, as dis-

cussed in more detail, e.g., by Song and Vasyliūnas [2013], who derive an order-of-magnitude estimate for

the duration of change from one quasi steady state to another of ∼ 30 tA for typical high-latitude iono-

spheric parameters. The essential point is that the IT system must experience multiple reflections of Alfvén

waves before reaching the quasi steady state, instead of just one transit of the wave from the top to the

bottom boundary.

Detailed analysis of the simulation results also reveals the dynamical role that the Hall effect plays in the

M-I coupling. The initial perturbation in Vx is carried downward by the incident Alfvén wave and produces

the Vy perturbation first in the E region through the local Hall effect, the perturbation in Vy then being car-

ried upward by the reflected wave. This is a dynamical process, critically dependent on M-I coupling via

Alfvén waves; it is not included in conventional M-I coupling theory and models that neglect the induc-

tive effects and also has no relation to the numerous studies [e.g., Glaßmeier, 1983; Yoshikawa and Itonaga,

2000; Yoshikawa et al., 2011; Fujii et al., 2011], based on conventional methods, of Hall current divergence at

ionospheric altitudes.

Another interesting feature revealed by the simulations is plasma thermal pressure oscillation produced by

Alfvén wave heating, which in the present 1-D geometry propagate with speeds of 200 km/s to 400 km/s

along field lines. Such waves are similar to acoustic-gravity waves in the atmosphere, insofar as their ampli-

tude and propagation speed both increase with altitude; they propagate, however, with much higher speed

and are generated under different plasma conditions.

In the present study we have focused on physical understanding of the dynamic M-I coupling, making a

number of simplifying assumptions (which perhaps make a detailed comparison of simulation results with

observations somewhat premature). In particular, we have assumed a single fluid description for ions as well

as time-invariant values for mean plasma particle mass and for photochemical production/loss rates and

have adopted highly simplified treatments of heat conduction and photoelectron heating. Nevertheless,

the overshoots and oscillations of the ionospheric perturbations revealed by the simulations resemble qual-

itatively (with shortened time scales) rather well those observed in the ionosphere during substorms and

other transient phenomena [e.g., Russell and Ginskey, 1993; Bristow et al., 2003; Huang et al., 2008]. During a

time interval of about 60 s, the plasma mass density barely changes (data not shown), suggesting that the

assumptions of the constant mean plasma mass are valid for the time period considered; this is because

the time scales of production/loss and transport are of the order of 100 s. When the simulation domain is

extended to the magnetopause and the expected duration of the transient stage becomes tens of minutes,

the assumption of time-constant mean particle mass and production/loss rates is no longer justifiable. It is

then necessary to solve the multifluid equations for electrons and individual ion species to describe the IT

system, which is a task for future development of the simulation model.
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