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[1] The electrostatic sheath formation surrounding an electric dipole antenna at very low
frequencies (VLF) in a magnetoplasma is examined through numerical simulation. In this
paper, a hydrodynamic approach is used to solve for the nonlinear sheath dynamics of
antennas located in plasmas similar to that which exists in the plasmasphere between L = 2
and L = 3 in the geomagnetic equatorial plane. The plasma environment at this location is
assumed to be fully ionized and collisionless consisting of electrons and protons.
Poisson’s equation is used to close the system, providing the quasi-electrostatic fields
within the sheath region. Sheath characteristics are given as a function of antenna drive
frequency and voltage with results that are compared with existing theory. Capacitance
and resistance values are given to reflect the sheath’s contribution to the input
impedance of the antenna. Finally, the importance of ion motion and the nonlinear
sheath effects on the current, charge collection and bias voltage for the transmitting
antenna are shown. The primary assumptions underlying the closure mechanisms for the
infinite set of fluid moments are examined through theoretical observations and
simulated comparisons of the truncation schemes. This paper constitutes one of the first
works on the subject of high-voltage transmitting dipole antenna in a space plasma
using a three-dimensional nonlinear formulation.
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1. Introduction

[2] The study of electromagnetic wave propagation
and wave-particle interactions in the Earth’s radiation
belts has received a great deal of interest [Carpenter and
Anderson, 1992; Carpenter et al., 2003; Bell et al., 2004;
Platino et al., 2005]. Along with electromagnetic waves
launched from ground based VLF transmitters, naturally
occurring VLF radiation such as whistlers injected by
lightning discharges and hiss and chorus emissions
generated by the energetic magnetospheric plasma have
been shown to influence the populations of these highly
energetic electrons that reside within the Earth’s radiation
belts [Abel and Thorne, 1998]. It has been recently
proposed [Inan et al., 2003], that space-based trans-
mitters may be used as in situ wave-injection instruments

for the purpose of mitigating unwanted and harmful
enhancements of energetic electron fluxes in the inner
radiation belt. As suggested by Albert [2001], the dom-
inant mechanism behind the precipitation of these ener-
getic particles is pitch angle diffusion in the course of
cyclotron resonant wave-particle interactions by whistler
mode waves.
[3] Whether operating as transmitting or receiving

elements, electric dipole antennas in a magnetoplasma
are surrounded by an electrostatic sheath. This sheath can
significantly alter the antenna properties (both near and
far field) relative to those which would be in effect if the
plasma remained uniform near the antenna surface. For
receiving purposes, the sheath is on the order of a few
Debye lengths and is well approximated by existing
analytical theory. However, when used for transmit
applications requiring the driving of the transmitting
element at large voltages far in excess of the surrounding
plasma potential, the sheath is highly nonlinear and its
structure is generally not well known.
[4] Since the pioneering work of Langmuir [1929] and

later by Bohm [1949] which formed the basis of the
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sheath models found in most literature on the subject,
there has been considerable work performed in the areas
of theory, simulation and experiment, some of which is
now discussed.

1.1. Sheaths and Electric Dipole Antennas

[5] Early attempts at modeling the sheath effects on the
terminal properties of dipole antennas includeMlodnosky
and Garriott [1963] who used small signal analysis
coupled with a fixed-capacitor analogy to derive
closed-form expressions for the sheath radius, capaci-
tance and resistance of a VLF dipole antenna moving
through an ionospheric plasma. Shkarofsky [1972]
extended the analysis of Mlodnosky and Garriott
[1963] to include large signal excitation and the effects
of an induced electromotive force (emf) resulting from
the drift motion of the antenna at orbit speed (i.e., due to
v � B0). The following year Baker et al. [1973], using
the same linear theory, incorporated a DC bias into their
model resulting from spacecraft charging between the
antenna and the satellite body on which the antenna was
mounted. Mlodnosky and Garriott [1963], Shkarofsky
[1972], and Baker et al. [1973] all used very crude first
order approximations of the current and voltage on the
antenna and greatly simplified the description of the
sheath region through approximations such as uniform
charge density and a simple exponential voltage depen-
dence through the sheath. More recently, Song et al.
[2007] used a theoretical formulation based upon that of
Shkarofsky [1972] to analytically determine the terminal
properties and sheath characteristics surrounding electri-
cally short dipole antennas in the inner magnetosphere at
large drive voltages relative to the ambient plasma
potential. However, Song et al. [2007] ignored the ion
current to the antenna, which is crucially important as we
show later in the paper.
[6] In general, analytical sheath models are only valid

under the assumption that qF/kBT � 1 where q is the
charge of the particle, F is the potential, T is the
temperature and kB is Boltzmann’s constant. This
assumption allows for an implicit linearization of the
set of fluid equations providing the steady state equilib-
rium distribution of the electrons within the sheath
modified by the Boltzmann factor: ne = n0 exp(�qeF/
kBT), where ne is the density variation of the electrons, n0
is the ambient density of the quasi-neutral bulk plasma,
and the quantity exp(�qeF/kBT) is the Boltzmann factor
for electrons.

1.2. Numerical Simulation Work

[7] When nonlinear behavior is prevalent and the
simplifying assumptions underlying an analytical treat-
ment are no longer justified, numerical simulation pro-
vides an invaluable tool for determination of antenna

behavior in a plasma. Numerical methods generally fall
into the categories of kinetic and fluid approaches.
[8] Particle In Cell (PIC) codes are used when wave-

particle interactions are of interest since a fluid code by
its nature cannot, in general, properly describe the
influence of single particles. In a fluid approach, this
individual particle motion is averaged out into collective
behavior. A number of authors have examined the sheath
dynamics and related phenomena using a PIC approach.
[9] Time-dependent sheath dynamics resulting from

both positive and negative step function voltage changes
on an electrode in a collisionless nonmagnetized plasma
were also studied for both cylindrically and spherically
symmetric geometries [Calder and Laframboise, 1990;
Calder et al., 1993]. The magnitude of the drive poten-
tials used by Calder and Laframboise [1990] and Calder
et al. [1993] were on the order of 103 times the
background plasma potential. Langmuir oscillations
amplified by the electron-ion two-stream instability were
evident in these simulations, which as noted by Calder
and Laframboise [1990] can also be treated with a fluid
description. However it was also suggested by Calder
and Laframboise [1990] that plasma ringing exists due to
the abrupt voltage changes which can affect the transient
current collection on the electrodes for many plasma
periods that cannot be accounted for in a fluid treatment.
A similar analysis was made by Borovsky [1988] using a
PIC approach in which he varied the potential on the
electrode and noted the plasma ringing effects which
were also amplified by the electron-ion two-stream
instability.
[10] Despite their potential deficiencies, fluid models

have successfully been applied to the sheath problem
with good comparisons with PIC techniques. Some of
the most pertinent works were in relation to the recent
Space Power Experiments Aboard Rockets (SPEAR)
program. This work includes Ma and Schunk [1989,
1992a, 1992b] and Thiemann et al. [1992], who used a
two-moment fluid analysis to study the temporal evolu-
tion of particle fluxes on high-voltage spheres in a
collisionless nonmagnetized plasma noting abrupt
changes to the current collection as a result of the initial
sheath formation. For large negative voltages, Ma and
Schunk [1992a] and Thiemann et al. [1992] were able to
reproduce the transient plasma ringing found in earlier
PIC codes such as Borovsky [1988], Calder and
Laframboise [1990], and Thiemann et al. [1992] (who
performed a PIC-fluid comparison). Labrunie et al. [2004]
performed a comparison between a one-dimensional
Vlasov-Poisson kinetic simulation and a three-moment
fluid code by studying ion-acoustic waves in a collision-
less plasma. These authors highlight that fluid codes,
even in the collisionless limit, can be very accurate,
provided that certain conditions are met. The most
relevant of these conditions is that the characteristic
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speeds of the phenomena of interest are not on the same
order as the particle thermal velocities in which Landau
damping is of concern.
[11] In this paper, we have developed an electrostatic

simulation tool to examine the dynamics of the collision-
less sheath using a two-species plasma fluid formulation.
The antennas of interest here are located at magneto-
spheric points corresponding to L = 2 and L = 3 where
the plasma consists of a fully ionized electron-proton
plasma. Our paper utilizes a Finite-Volume (FV) method
with the electrostatic fields provided through solution of
Poisson’s equation. Whereas past work has primarily
involved the study of antennas using linear analysis, or in
the case of the sheath formation has considered only DC
potentials applied to two-dimensional symmetric geom-
etries, we extend this past analysis to include AC applied
potentials and three-dimensional geometries using fully
nonlinear formulations. This paper thus presents signif-
icant contributions in the area of antenna-plasma cou-
pling, most notably on the subject of sheath dynamics
surrounding electric dipole antennas.

2. Fluid Formulation

[12] Our fluid formulation uses a macroscopic multi-
fluid approach to solve for the nonlinear sheath dynam-
ics. The fluid model is comprised of moments of the
Vlasov equation F v for each particle species given by
equation (1):

F v v; r; tð Þ ¼ @f
@t
þ v � rrð Þfþ F

m
� rv

� �
f ¼ 0 ð1Þ

where m is the mass, and F = q(E + v � B) is the Lorentz
force with charge q, velocity vector v, electric field E and
magnetic field B. Since the bulk of the plasma between
L = 2 and L = 3 is virtually cold (�2000�K) consisting
of very low energy particles [Bezrukikh et al., 2003],
we assume that our initial distribution for each species
is a Maxwellian distribution as in the works of Calder
and Laframboise [1990] and Calder et al. [1993].

2.1. Moments of the Vlasov Equation

[13] The series of moments that comprise each species
of our two fluid model are derived by multiplying each
term in the Vlasov equation by powers of v and then
integrating the resultant equation over all velocity space.
The fluid transport model comprising the first four
moments given by equations (2a)–(2d) (which are found
in the work of Chust and Belmont [2006]) correspond to
density, momentum, pressure, and heat flux, respectively:

@t nmð Þ þ r � nmuð Þ ¼ 0 ð2aÞ

@t nmuð Þ þ r � nmuuþ Pð Þ þ SM ¼ 0 ð2bÞ

@t Pð Þ þ r � uPþQð Þ þ SP
sym ¼ 0 ð2cÞ

@t Qð Þ þ r � vQþ Rð Þ þ SQ
sym ¼ 0 ð2dÞ

SM ¼ �nq Eþ u� Bð Þ
SP ¼ P � r uð Þ þWc � Pf g

SQ ¼ Q � r uð Þ þWc �Q� Pr � Pð Þ 1

nm

� �

[14] In equations (2c) and (2d), Wc and R represent the
gyrofrequency vector along the magnetic field and the
fourth order moment respectively, while the superscript
‘sym’ denotes a symmetric tensor.
[15] In this paper, we develop three warm plasma

models based upon subsets of equations (2a)–(2d) using
various closure relations that are discussed in section 3.
We then compare results of the various truncation
relations through simulation for both magnetized and
unmagnetized plasmas in the context of sheath forma-
tion. This comparison allows us to verify the applicabil-
ity of our simulation tool since the regions of validity of
the fluid approach as applied to sheath formation are not
readily apparent, as outlined by Chust and Belmont
[2006].

2.2. Instabilities and Resonances

[16] Though the fluid model can provide a very accu-
rate description of plasma behavior over a wide range of
conditions, there are some phenomena for which a fluid
description may be inadequate. These phenomena are
usually associated with wave-particle interactions, since
the behavior of individual particles is not taken into
account as they would be, for example, in PIC method.
The potential importance of such effects in our fluid-
based sheath simulations is discussed below.
2.2.1. Two-Stream Instability and Landau Damping
[17] In the simulations of Borovsky [1988], Calder and

Laframboise [1990], Ma and Schunk [1992a], Thiemann
et al. [1992] and Calder et al. [1993], it was seen that
transient electron plasma oscillations formed during the
initial step response of the system to the high voltage
excitation on spherical electrodes, when using both PIC
and fluid approaches. Calder and Laframboise [1990]
additionally noted that these same large plasma ringing
effects were driven to large amplitude by the ion-electron
two-stream instability in the absence of an external
magnetic field which they stated that a fluid code can
capture. Calder et al. [1993] observed that this instability
was present only in simulations of positively stepped
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electrodes, since for negatively stepped potentials, the
electrons were completely evacuated from the sheath
region due to their much higher mobility. The ions left
inside the sheath had no electrons with which to interact
and thus the instability could not develop. For the case of
a positive applied potential, the ions are not fully
depleted from the sheath region since they are much
heavier.
[18] The same PIC simulations suggested that Landau

damping was also negligible since the phase velocity of
Langmuir modes is much larger than particle thermal
velocity [Calder and Laframboise, 1990]. Later, Thiemann
et al. [1992] determined that not only could a two-
moment fluid code reproduce the oscillation in general
character, but that some of the oscillations present in the
PIC code were due in large part to numerical noise
resulting from undersampling the particle distribution
function, an inherent problem in large-scale PIC codes.
[19] The remaining question is whether or not the

electron-electron two stream instability is present during
sheath formation since a fluid code cannot capture this
instability. An electron-electron two-stream instability
has not been observed in any PIC plasma sheath simu-
lations that we are aware of, including those referenced
herein. This result is perhaps due to the symmetry of the
cases considered. Directly counter-streaming electrons
would only interact from opposing sides of the sheath, in
which case they would hit the conductor and be
absorbed. Any electrons that do not collide with the
antenna surface would have their trajectories random-
ized, most notably in the case of an ambient magnetic
field, and would therefore not satisfy the condition for a
two-stream electron-electron instability.
2.2.2. Particle Trapping and Secondary Emission
[20] The effect of particle trapping in the sheath region

surrounding high voltage conductors has been previously
studied [Parker and Murphy, 1967; Palmadesso, 1989].
Parker and Murphy [1967] used theoretical arguments
involving conservation of energy and angular momen-
tum to derive a closed form solution for the radius in
which electron trapping would occur for DC applied
potentials surrounding spherical electrodes in a magnetic
field. However, in the PIC simulations of Calder et al.
[1993] involving large DC applied potentials applied to
electrodes, it was shown that only the positive ions are
trapped as a result of biasing the electrode rapidly. The
electrons would not be trapped since they would have
comparable orbits with the ions in the steady state fields
when their energies are equivalent, despite the large ion-
electron mass ratio. Therefore, since we consider cases in
which the potential on the antenna is slowly varying at
VLF frequencies, we would not expect particle trapping
to be of concern.
[21] Secondary emission of electrons occurs when a

conductor is biased to a high voltage for which electrons

or ions accelerated to high energies impact the surface of
the conductor, and kick off secondary electrons. For the
case of a thin wire antenna in three dimensions, the
secondary emission effect would be much less pro-
nounced since the actual surface area over which sec-
ondary electrons sputter from the antenna elements is
very small compared to the conductor surface area in the
one-dimensional PIC simulations of Franklin and Han
[1988]. In addition, the radial symmetry of the antenna
geometry provides further evidence against the formation
of a beam which would excite the instability.

3. Electrostatic Model

[22] The warm plasma formulation incorporates all
nonlinear effects for each fluid moment utilized, coupled
with Poisson’s equation for the quasi-electrostatic fields.
The details of this approach along with the closure
approximations and simulation techniques used are dis-
cussed below.

3.1. Closure Approximations

[23] In the warm plasma fluid approximation, no
assumptions of linearity are made and thus all convec-
tive terms in the system of moments defined by
equations (2a)–(2d) are preserved. Three warm plasma
closure mechanisms are considered in this paper. The first
closure relation is the isothermal approximation which
assumes that the pressure tensor P is diagonal with each
element p given by the ideal gas law relation p = nkBT,
where T is the plasma temperature in all directions. In
this isothermal approximation, the system of equations
representing the plasma is given by the first two fluid
moments shown in equations (2a)–(2b).
[24] The second closure relation assumes that the

system is adiabatic (i.e., r � Q = 0) and thus all terms
involving the heat flux tensor are zero. In this adiabatic
formulation, the plasma is represented by the first three
moments of equation (1) given as equations (2a)–(2c).
[25] The third closure relation makes no assumptions on

adiabaticity and includes the heat-flux tensor as well as an
approximation on the fourth order moment R. The system
of equations using this nonadiabatic closure approxima-
tion is given by equations (2a)–(2d). In this case, our
closure relation is based on an assumption concerning the
next highest moment R in equation (2d). We follow the
example of Chust and Belmont [2006] in this case, and
assume that each element of the tensorR is given by rabgk
and satisfies the relation rabgk = pabpgk/(nm), where p are
elements of the pressure tensor, n is the local number
density,m is mass anda, b, g and k are indices which span
the dimensions x̂, ŷ, and ẑ. This assumption, as with all
other closure relations given, is equivalent to assuming
that the distribution function remains sufficiently compact
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and relatively symmetric about the mean (thermal veloc-
ity) so that the first few moments provide an adequate
description of the distribution.

3.2. Quasi-Electrostatic Approximation

[26] Though early antenna work involving sheath for-
mation makes unjustified simplifying assumptions
[Mlodnosky and Garriott, 1963], some insight into the
relative size of the sheath can be gained so as to gauge
whether or not a quasi-electrostatic solution is justified at
high voltages. The work of Laframboise [1997] provides
modifications to the Boltzmann factor based on various
criteria for spacecraft charging. Using Laframboise
[1997] as a reference coupled with the sheath radius
approximations of Mlodnosky and Garriott [1963], we
can deduce that even at 1000 V applied potential on the
antenna, the sheath radius would only be a couple of
meters at VLF frequencies, still much smaller than the
smallest electromagnetic wavelength. A first order
approximation of the wave electric field in Maxwell’s
equations at 1000 V does not produce a wave magnetic
field that has a magnitude on the same scale as the
background magnetic field. Likewise, a comparison of
the displacement and conduction current terms at VLF
frequencies yields the relation s � w�0 when wp � w,
providing further justification for the electrostatic
approximation since it is the conduction current term
that is dominant. Therefore, a quasi-static approach is
justified and Poisson’s equation can be used to close the
system of fluid equations given by:

r2F ¼
�
P
a
ra

�0
ð3aÞ

~E ¼ �rF ð3bÞ

where F is the potential, ~E is the electric field, �0 is the
permittivity of free space, and the charge density r is
summed across all species a, with a = 2 representing
only electrons and protons in our model. The use of
Poisson’s equation removes the electromagnetic time-
stepping constraint and enforces a triangular current
distribution along the length of the antenna.

3.3. Simulation Development

3.3.1. Finite Volume Method
[27] The warm plasma model uses a finite-volume

method to solve for the fluid dynamics and an iterative
matrix solver for the solution of Poisson’s equation
which provides the electrostatic fields. The simulation
tool uses the PETSc framework [Balay et al., 2004].
[28] The FV method we have chosen utilizes the central

differencing formulation of Kurganov and Tadmor
[2000]. This method is second order accurate in space

and is coupled with the strong stability preserving (SSP)
Explicit Runge-Kutta (ERK) time-integration schemes of
Spiteri and Ruuth [2002] which are up to fourth order
accurate in time. A variable time step algorithm is
employed in our simulation tool since the fluid velocities
are constantly changing in time due to the dynamic
structure of the sheath. This adaptive time step is most
critical during the early stages involving transient sheath
formation.
3.3.2. Multiscale Simulations
[29] Multiscale plasma simulation regions which have

been used by previous authors [Parker et al., 1993a,
1993b; Wang and Wendt, 1999] are very useful in
minimizing the computational requirements by utilizing
spatial scales that are appropriate to the region of interest.
In the context of sheath dynamics, one typically uses cell
sizes on the order of a Debye length lD within the sheath
region, in order to capture the shielding effects without
spatial aliasing. Outside of the sheath region however,
the scale lengths are generally larger in order to capture
physics such as Langmuir oscillations and electromag-
netic waves.
[30] An adjusted mass ratio is often used in simulations

[Calder and Laframboise, 1990; Calder et al., 1993] to
reduce the computational requirements as long as the
underlying principal physics is not significantly modified
i.e., mi � me. In our simulations, we assume a proton-
electron temperature ratio of (Tp/Te) = 1.0 and in some of
the simulation results presented in section 4, a mass ratio
of (mp/me) = 200. In addition, we have verified through
simulation that application of the correct mass ratio of
(mp/me) = 1836 provides qualitatively similar behavior to
using the scaled mass ratio of (mp/me) = 200 for the
results presented in section 4. Use of the scaled mass
ratio significantly alleviates some of the computational
burden as discussed. These assumptions are clearly
marked in the corresponding results section.
3.3.3. Boundary Conditions
[31] Boundary conditions are implemented for both

Poisson’s equation and the plasma fluid equations. In
either case, these relations must be specified on the
plasma-facing surface of the material immersed within
the plasma (e.g., the antenna surface) as well as at the
exterior of the simulation domain. The boundary con-
ditions used in our warm plasma model for the fields and
the fluid are now discussed.
[32] On the surface of the conductor there are two

distinct types of boundary conditions implemented for
the solution of Poisson’s equation, based on whether or
not the conducting element is active or passive. If the
element is active, as in the case of a transmitting antenna,
the potential on the conducting surface is forced to be the
driving potential. If the element is passive, the situation
is slightly more complex. A conducting body immersed
in a plasma collects space charge, creating a floating DC
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potential on the conducting surface as a result of the
different mobility of each plasma species. At a temper-
ature of T = 2000�K, this negative DC floating potential
has a magnitude on the order of a few tenths of an
electron volt (eV). The passive condition corresponds to
the initial conditions of the fluid simulation since it is the
initial state of any nontransmitting element in a plasma.
Therefore, in our simulations, this initial floating state of
the conductor is first run as a separate self-consistent
simulation, providing the initial conditions used in the
active antenna simulations. The solution of Poisson’s
equation for the floating conductor utilizes the capacity
matrix method developed by Hockney and Eastwood
[1981].
[33] At the edge of the computational space we assume

the plasma to be quasi-neutral far from the sheath region
and therefore implement a Dirichlet boundary condition
with the potential at the outer boundary of the domain
equal to zero.
[34] The boundary conditions at the conductor surface

for each of the fluid moments are found by integrating an
assumed Maxwellian distribution in either the left or
right half plane for each quantity that is crossing an
imaginary flux surface in a single direction. For the first
two moments, the distribution function is assumed to be
a drifting Maxwellian distribution. For the pressure and
heat flux moments which only take into account the
thermal motions of the particles, the distribution function
is modeled as a nondrifting Maxwellian.
[35] For instance, the unidirectional velocity vs of a

fluid element normal to the surface of a conductor
located in the right half plane is given by equation (4):

vs ¼
1

2
e�v

2
0
= 2v2

thð Þ
ffiffiffi
2

p

r
vth þ

1

2
1þ erf

v0ffiffiffi
2
p

vth

� �� �
v0 ð4Þ

where v0 is the Maxwellian drift velocity, vth is the
thermal velocity, and erf [ ] represents the error function.
At the outer most boundary of the simulation domain,
Neumann conditions are used for fluid moments. The
velocity term of equation (4) is used at the surface of the
antenna when solving the system of moments in
equations (2a)–(2d). This boundary condition which is
based strictly on the distribution function adjacent to the
conductor surface is an analytical boundary condition
that is a more complete form of analogous BC’s used in
other hydrodynamic codes such as drift diffusion models.
In these formulations, the common assumption is that the
average drift velocity is zero. When the plasma
constituents hit the antenna surface, they are absorbed
and in the case of the antenna without a mechanism that
removes excess charge, the whole system is negatively
biased as shown in section 4.3.3. Inside of the antenna
structure, there is no concept of a fluid element and this
goes for any simulation of this type as these fluid

quantities are meaningless. Other than the charge
collection reverse biasing the antenna and the fact that
we are not considering the entire spacecraft body in this
effort, the plasma that hits the antenna is assumed to be
completely lost and is no longer part of the simulation.

4. Results

[36] We begin by validating our fluid model in the
context of one-dimensional planar sheath simulations
through comparison with the analytical work of Bohm
[1949]. These analytical formulas provide a reasonable
approximation to the floating sheath and are documented
in many plasma physics textbooks [Bittencourt, 2003,
pp. 279–288]. Next, we examine the effect of various
closure mechanisms on the formation of the sheath
around a two-dimensional infinite line source consider-
ing an isotropic plasma. Finally, simulation results for the
sheath surrounding a 20 m long electric dipole antenna in
three dimensions are presented for three case studies.
Geometric and terminal impedance characteristics of the
dipole antenna are highlighted in interpreting the results
of these simulation runs.

4.1. One-Dimensional Planar Sheath

[37] To test our warm plasma simulation tool, we
consider a collisionless, fully ionized plasma with
parameters corresponding to L = 2 in the equatorial
plane being fpe = 401 kHz and fce = 110 kHz for the
plasma and gyrofrequencies respectively. The Debye
length for this plasma is lD ’ 7 cm and the proton-
electron mass ratio is (mp/me) = 1836. The cell size in the
simulation domain is chosen as to capture any Debye-
scale effects under these low-voltage conditions and is
made to be Dx = 2.5 cm, with the entire space being
2.5 m in length or roughly 36 lD. For these one-
dimensional planar sheath calculations we neglect the
magnetic field. A floating (no applied potential) con-
ducting wall is placed in the left half plane of the 1-D
simulation space with the initial number densities of
electrons and protons made constant across the simula-
tion domain. In addition, the initial velocities of both the
protons and electrons are zero with the only nonzero
element being the directed drift-velocity boundary con-
dition specified in equation (4). The boundary condition
of equation (4) is the initial condition that allows for the
electrons to initially collect on the surface of the con-
ductor and eventually form a negative potential barrier.
[38] Figure 1 represents a comparison between our

fully nonlinear warm plasma model and the analytical
results of Bohm [1949]. Simulations were performed
using all three warm plasma closure mechanisms outlined
in section 2. However, there were negligible differences
between the simulation runs for the one-dimensional
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floating sheath since we are in an essentially linear
regime. Thus, only the simulation results obtained by
using the full nonadiabatic closure assumption repre-
sented by equations (2a)–(2d) are shown.
[39] Figure 1 presents comparisons of our sheath model

with that of Bohm [1949] for the potential, electron
density and proton density variations. It can be seen from
Figure 1 that our warm plasma results are in very good
agreement with the analytical results, as to be expected
for the case of a floating potential. The floating potential
on the conducting surface as shown in Figure 1a is wall
Fwall ’ �0.2 V, which is slightly less than the back-
ground plasma potential.
[40] Unlike the analytical results of Bohm [1949]

which force a steady state sheath condition, our simu-
lations let this condition develop naturally in a self
consistent manner. The total simulation time to reach
the quasi-steady state condition represented by our
model in Figure 1 was about t = 5 ms which corresponds
to 2000 tpe, where tpe is an electron plasma period equal
to 2.5 ms at L = 2. If the 5 ms simulation time was to
represent the period of an AC voltage source, the steady
state sheath would develop on scales corresponding to
the period of a 200 Hz sine wave, a frequency far lower
than the VLF range for the wave-particle interaction
applications that motivate our study. In addition, with a
plasma potential of �0.2 eV at L = 2, application of even
1 V across the antenna elements would already imply a
regime in which the linear analytical theory is not valid.
For the collisionless plasma considered here, it is thus
evident, based on the timescales involved in sheath
formation, that the distribution function never reaches
the steady state equilibrium described by the Boltzmann
factor for a source that is varying at VLF frequencies.
Therefore, analytical sheath derivations that utilize this

Boltzmann factor for voltages in excess of the plasma
potential for anything other than DC applied potentials in
a collisionless plasma are questionable. On the other
hand, collisions such as those present in a dense iono-
spheric plasma, could certainly aid in speeding up the
relaxation of the distribution function back to a Maxwel-
lian state over time scales comparable to or less than the
period corresponding to VLF frequencies [Mlodnosky
and Garriott, 1963; Baker et al., 1973].
[41] Virtually all of the sheath derivations surrounding

dipole antennas in the past analytical work mentioned in
section 1.1 relied on the Boltzmann factor either explic-
itly or implicitly in their formulation. This follows from
the fact that these works, in general, used a linearized
plasma analysis and by definition cannot account for
sheath formation self-consistently. The potential energy
must be less than the thermal energy in deriving the
Boltzmann sheath model as mentioned in the original
works of Langmuir [1929] and Bohm [1949]. Since these
aforementioned dipole antenna papers use linearized
plasma analysis, their results are only valid for applied
potentials corresponding to energies much less than the
thermal energy as this is the only regime for which
linearized plasma analysis is valid and for which the
Boltzmann factor can be analytically derived. Otherwise,
the first two linearized moments (continuity and momen-
tum) cannot accurately capture the deviation from the
equilibrium distribution function. Additionally, cold
plasma analysis (linear) must make the assumption that
the potential energy is much smaller than the thermal
energy with this linearization being applicable only to
small applied potentials as seen on receiving antennas.
Large applied fields would significantly perturb the
background number densities far beyond the small per-
turbations assumed by a linear analysis. The Boltzmann
factor essentially provides a theoretical limit beyondwhich
one must use nonlinear warm or hot plasma analysis.
[42] Without the finite thermal effects inherent in the

warm plasma treatment, one would not develop any
sheath self consistently, let along a high voltage sheath,
since it is precisely the difference in electron and ion
mobilities corresponding to their relative thermal
motions that produces the initial floating sheath. The
electron and ion densities surrounding a floating con-
ductor (nontransmitting) in a plasma can vary as much as
50% of the background density which represent a sig-
nificant deviation from the ambient densities present.
Since a linearized cold plasma methodology assumes
negligible deviation from the ambient values, this
approach is not valid even for obtaining a zero-applied
voltage sheath.

4.2. Two-Dimensional Infinite Line Source

[43] The purpose of the two-dimensional studies is
twofold. The first is to determine the importance of the

Figure 1. Comparison of 1-D planar sheath simulation
with analytical results of Bohm. (a) Potential. (b) Electron
number density. (c) Proton number density.
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proton dynamics in sheath formation. The second is to
compare the various truncation schemes in order to
gauge the importance of higher order moments in the
fluid formulation for characterizing the time-varying
sheath. In the interest of limiting the computational
demands imposed by keeping the full heat-flux tensor
in higher dimensions, we consider only the isothermal
and adiabatic approximations for all subsequent 2-D
simulation runs.
[44] Using our validated fluid model, we examine the

sheath structure surrounding a two-dimensional infinite
line element. This study considers a two-dimensional
infinite line source in an isotropic plasma with parame-
ters corresponding to L = 3 where the ambient back-
ground number densities of the plasma are assumed to be
109 m�3 for both species. We use an artificial proton-
electron mass ratio of (mp/me) = 200; a commonly used
practice in order to ease the computation burden [Calder
et al., 1993]. The scaled proton plasma frequency in this
case is fp = 20 kHz. The simulation uses Neumann
boundary conditions for the fluid at the edge of the
space and any particles hitting the line source are
completely absorbed as in the planar sheath simulation
of the previous section. A sketch of the simulation
domain is shown in Figure 2.
[45] We examine the time-varying sheath formation

using a quasi-electrostatic approach as discussed earlier.
This approach involves the use of Poisson’s equation in
which a sinusoidal potential is applied to the line element
with a source frequency of fs = 25 kHz and peak potential
of approximately 1000 times the background plasma
potential, which is �172 V.
4.2.1. Proton Dynamics
[46] In order to determine the importance of the proton

dynamics in sheath formation, we consider RF frequen-
cies both above and below the proton plasma frequency.
To illustrate the density variations within the sheath, we
assume an isotropic plasma and recognizing the resulting

azimuthal symmetry, we take a vertical ŷẑ slice plane
through the line element and plot the resulting potential
and density profiles using a 1-D representation. Further-
more, we use the full adiabatic (three moment) approx-
imation for this purpose.
[47] At time t = 0 s, the sinusoidal potential starts with

the positive cycle. During the initial transient response,
the protons are pushed away from the line source while
the electrons accelerate toward the antenna and are
collected. Due to their inertia, and the fact that the source
frequency is in the vicinity of the proton plasma fre-
quency, the majority of the protons traveling outward
from the conductor cannot quickly respond to the change
in electric field as the potential switches to the negative
portion of the cycle and are permanently displaced from
the sheath region. This displacement forms an evacuated
or proton-depleted region for which the only substantial
current collection on the line element is now due
predominantly to the electron response. Figure 3 depicts
the potential and density profiles at two specific times
during this initial transient response corresponding to the
maximum and minimum potentials during the first cycle
of the sinusoidal waveform represented by t+ and t�

respectively.
[48] During the negative potential cycle denoted by t�

in Figure 3, the electrons are pushed away from the sheath
region, but due to their higher mobility, surpass the
outward propagating proton wavefront. Since the tenden-
cy of the plasma is to neutralize any electric field pertur-
bations that may exist, the electrons which exhibited the
initial overshoot relative to the outward propagating pro-
tons start to electrostatically shield the proton density
perturbation, forming plasma frequency oscillations at
the sheath edge. After several sinusoidal cycles, this

Figure 2. Conceptual drawing of two-dimensional
simulation region.

Figure 3. Transient response of 2-D simulation at L = 3.
The symbols t+ and t� correspond to the first positive and
negative peaks of the potential cycle for the 25 kHz
sinusoidal source. All quantities shown by a dashed line
correspond to t+, and all solid lines correspond to
quantities at t�. (a) Potential variation. (b) Electron and
proton number densities.
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double layer ceases to exist, forming an outward propa-
gating ion acoustic wave, which is shielded by the
electrons and eventually leaves the space. This behavior
is not seen in the analytical formulation of Song et al.
[2007] for which the proton motion was neglected since it
was thought that the much heavier mass of the protons
would essentially make them immobile.
[49] The steady state situation near the line element is

represented by Figures 4 and 5 which display time
snapshots of the potential and density profiles for the
electrons and protons of our two species plasma after a
number of periods of the 25 kHz applied potential (which
is 5 kHz above the proton plasma frequency) by which
time the response is periodic (except for the outward
propagating density disturbance).
[50] During the positive cycle, the few ions that are left

in the sheath region are repelled from the line element,
whereas the electrons instantaneously react to the sinu-
soidal varying potential since the operating frequency is
well below the electron plasma frequency which is
roughly fpe = 284 kHz at L = 3.
[51] At a much later time, the density disturbance exits

the simulation domain and the electron and proton
density profiles remain relatively unchanged at a distance

of up to 7 m from the conductor. Beyond this point, the
number density of both species is approximately equal to
the ambient density of the plasma.
4.2.2. Comparison of Isothermal and Adiabatic
Closure Conditions for Sinusoidal Excitation
[52] In this section, we compare the isothermal and

adiabatic closure relations for an AC driven line element
operating in an isotropic plasma by comparing the
current-voltage characteristics on the infinite line ele-
ment. We consider two frequencies that are respectively
5 kHz above and below the proton gyrofrequency.
[53] Figures 6 and 7 represent the entire time sequence

for the voltage and current collection on the line element
for a given RF applied potential for frequencies that are
5 kHz above and below the proton plasma frequency.
The blue curves represent the isothermal approximation
(two moments) and the red curves represent the adiabatic
approximation (three moments) with the term mAdB
indicating milliamps on a decibel scale.

Figure 4. Snapshot during positive potential cycle of
infinite line source. (a) Potential. (b) Electron and proton
number densities.

Figure 5. Snapshot during negative potential cycle of
infinite line source. (a) Potential. (b) Electron and proton
number densities.

Figure 6. Current-voltage relationship for isotropic
plasma with sinusoidal applied potential at 15 kHz.
Blue, two moments; red, three moments. (a) Potential.
(b) Current. (c) Current in dB.

Figure 7. Current-voltage relationship for isotropic
plasma with sinusoidal applied potential at 25 kHz.
Blue, two moments; red, three moments. (a) Potential.
(b) Current. (c) Current in dB.
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[54] The sheath current I flowing onto the conductor is
calculated by integrating the electric current density
passing through the closed surface S defined by the
exterior of the antenna element. This integral is repre-
sented by equation (5):

I ¼
ZZ

O

S

J � dS ð5Þ

where J =
X
N

qnu is the sum of the currents over all

species N. For the 2-D line source represented in Figure 2,
equation (5) amounts to a closed line integral in the x̂-ŷ
plane representing a current per unit length.
[55] Figures 6 and 7 represent the current collection on

the line element assuming an isotropic plasma. The
current waveform is shown in both linear and log scales
in order to illustrate the small contribution of the protons.
Although the proton contribution to the current is neg-
ligible as seen per the rectified nature of the waveform, it
is nevertheless nonzero. The other important point is that
there is little difference between the isothermal and
adiabatic approximations, suggesting that only a small
number of moments are necessary in order to capture the
relevant physics in sheath formation even under the
collisionless assumption. This conclusion is supported
by the earlier work of Thiemann et al. [1992] who
compared both a two-moment fluid code and a particle
in cell (PIC) code with good qualitative agreement in a
collisionless isotropic plasma.

4.3. Three-Dimensional Dipole Antenna

[56] In this section we use our three-moment (adiabatic
approximation) warm fluid code to examine the forma-
tion of the sheath surrounding a dipole antenna in a
magnetized plasma in three dimensions. The electric
dipole antenna considered is 20 m in length (tip-to-tip),

10 cm in diameter, and possesses a gap distance ranging
from 20 cm to 2 m between the two antenna elements.
For these simulations, we consider cases for which the
operation of an electric dipole is under conditions
corresponding to L = 3 in the geomagnetic equatorial
plane. The antenna is excited using a sinusoidal interele-
ment potential difference of �86 V, approximately
500 times the background plasma potential which we
denote as 500Fp. In addition, the same scaled proton-
electron mass ratio of (mp/me) = 200 is used as in the 2-D
simulations. Only perpendicular antenna orientations
with respect to the background magnetic field are con-
sidered as in the cold plasma simulation runs. Since there
was virtually no difference in the behavior of the current
collection for the 2-D cases for frequencies just above and
below the proton plasma frequency, all 3-D simulation
runs are performed at a frequency 5 kHz above the local
proton plasma frequency, being 20 kHz at L = 3 respec-
tively for the scaled mass ratio of (mp/me) = 200. The
lower hybrid resonance frequency at L = 3 is 761 Hz.
[57] As shown in section 4.1, a floating conductor

immersed in a plasma develops a negative potential
due to the high mobilities of the electrons. An electric
dipole antenna experiences the same charging mecha-
nism, if the collected charge is not removed from the
antenna. However, unlike the floating wall, a transmit-
ting antenna operating at high voltage relative to the
background plasma potential accumulates a large number
of electrons on the positively biased element during the
sinusoidal cycle. This accumulation has the effect of
producing a negative bias on the antenna elements that
causes the entire system to drift to some negative DC
potential. Instead of a symmetrically driven system, one
of the elements is at a large negative potential while the
other is at only a slight positive potential, forming
asymmetric sheaths around the elements. In the follow-
ing simulation runs, we examine a number of different
scenarios by varying the plasma environment, gap spac-
ing, and consider both a case for which an ideal charge
removal system is used as well as that for which the
electrons are allowed to accumulate.
[58] Since the actual location of the sheath ‘edge’ is

quite arbitrary with no consensus on the defining criteria
for this point [Franklin, 2004], in this paper we define
the edge of the plasma sheath as a point in the field
distribution at which the potential drops to within 10% of
the maximum/minimum amplitude as shown in Figure 8.
[59] This definition of the sheath edge provides a much

more stable result since the densities are constantly
varying during the sinusoidal cycle with electrostatic
waves propagating outward from the sheath region.
The electrostatic potential distribution nevertheless
remains periodic with the sheath edge remaining rela-
tively unchanged throughout the simulation runs.

Figure 8. Diagram describing location of sheath edge.
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4.3.1. Antenna at L = 3 With Ideal Charge Removal
System and 2 m Gap
[60] In this first case study, we consider the antenna to

be located in the equatorial plane at L = 3 and assume
that an ideal charge removal system extracts negative
charge from the antenna. We initially start at L = 3 since
the magnetic field is weaker and the Debye length is
larger than the corresponding situation at L = 2. Thus, the
L = 3 scenario is slightly more reminiscent of an isotropic
plasma. A sketch of the simulation region is shown in
Figure 9, with the x̂-directed background magnetic field
oriented perpendicular to the antenna.
[61] As with Figures 4 and 5 from the 2-D runs of the

previous section, we present a time snapshot of the sheath
during the peak of a sinusoidal cycle after a quasi-steady

state has been reached. Figure 10 represents an ortho-
graphic projection of the sheath during the peak of the
sinusoidal cycle after several periods in each slice plane.
[62] It can be seen from Figure 10 that the sheath is

approximately 1 m wide and is virtually symmetric in
each of the slice planes suggesting that the background
magnetic field strength at L = 3 does not play much of a
role in the steady state formation of the sheath. On the
other hand, it is clearly seen from Figure 10 that the
sheaths are not the same size on each element. This
disparity is due to the fact that the expanding sheath does
not instantaneously react to the applied voltage on the
antenna, due to the mass difference and finite transit time
of the protons and electrons through the sheath region.
Therefore, the negative and positive sheaths surrounding
each element fully expand to roughly the same size, but
just not at the same time.
[63] Figure 11 represents the 1-D variation of the

potential and number density for a radial slice taken
through the midpoint of one of the dipole elements in the
x̂ direction, where the symbols t+ and t� in Figure 11
correspond to the first positive and negative peaks of the
potential cycle after 5 periods of the sinusoidal wave-
form. All quantities shown by a dashed line correspond
to t+ and all solid lines correspond to quantities at t�.
Analogous to Figure 3, the steady state density variations
for each species during the negative and positive peaks
of the sinusoidal cycle are shown. The steady state
situation represented in Figure 11 is reached after 5
periods of the waveform. Although the sheath itself is
only 1 m wide as seen in Figures 10 and 11a, the
presheath region, which is defined by the density pro-

Figure 9. Three-dimensional computational domain at
L = 3.

Figure 10. Orthographic projection of expanded sheath for L = 3 at maximum potential difference
500Fp. Operating frequency is at f = 25 kHz.
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files, extends several meters from the conductor. How-
ever, the large outward propagating density perturbation
seen in the 2-D simulations has all but vanished by this
time as can be seen in Figure 11b.
[64] The time domain waveforms in Figures 12a–12c

represent the terminal characteristics for a single element
of the dipole antenna located at L = 3, including
potential, current and charge.
[65] The current on the element is calculated using

equation (5) while the total charge Q on the element is
calculated using equation (6):

Q ¼
ZZ

O

S

�0E � dS ð6Þ

where E is the electric field located at the surface of the
dipole element. The charge is calculated by evaluating
Gauss’ law around the conductor where the electric field
E is obtained from the solution of Poisson’s equation via
E = �rF where F is the potential applied to the
element.

[66] The presence of discontinuities in the current
profile of Figure 12b produces high frequency content
in the Fourier domain. As such, the resistance function,
being highly nonlinear, would render the design of a
tuning circuit a challenging task. It is seen from Figure 12
that the transient behavior during initial sheath formation
has subsided after the first excitation period. Figure 12b
exhibits the same rectified sine wave behavior present in
the 2-D simulations resulting from negligible proton
current flowing to the dipole element.
[67] In order to obtain a rough approximation of the

steady state sheath’s contribution to the terminal proper-
ties of the dipole antenna, we calculate the time domain
root mean square (RMS) capacitance and resistance
values using equations (7a) and (7b):

Crms ¼
Qrms

Frms

ð7aÞ

Rrms ¼
Frms

Irms

ð7bÞ

where Frms, Irms, Qrms, Crms and Rrms are the RMS values
of potential, current, charge, capacitance and resistance,
respectively, of the sheath. Substituting the RMS values
inferred from Figure 12 into the formulas given by
equations (7a) and (7b), the time domain capacitance and
resistance values at the driving frequency of 25 kHz are
roughly C � 169 pF and R � 13.7 kW respectively.
[68] It is important to note that due to the nonlinear

nature of the sheath, capacitance and resistance values
used for tuning purposes are only valid for the peak
sinusoidal voltage at which the transmitter is driven.
Therefore, separate simulation runs would need to be
made to calculate the sheath’s contribution to the termi-
nal impedance properties for each excitation waveform
and driving potential used for a particular plasma envi-
ronment. To complete the sheath analysis of the dipole
antenna at L = 3, Figure 13 represents a plot of the time
domain current flowing within the center of the gap
between the elements.
[69] The current is determined by integrating the flux

of particles flowing through a cross section with radius

Figure 11. Electron and proton density variation for
cross section through midpoint of dipole antenna element
at L = 3. (a) Potential variation. (b) Electron and proton
number densities.

Figure 12. Terminal characteristics for 20 m antenna
located at L = 3. (a) Voltage. (b) Current. (c) Charge.

Figure 13. Interelement gap current for dipole antenna
at L = 3.
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equal to the sheath width, being 1 m in this case. Results
from this calculation allow us to determine the impor-
tance of interelement current flow on the total current
moment of the antenna so as to ascertain whether or not
the dipole elements should be spaced at some minimum
distance to prevent adverse effects on the radiation
resistance. From Figure 13, it is seen that after the initial
transient has diminished (�60 ms), a steady state current
is reached, having a peak value of approximately 40 mA.
In the next few sections, we compare this value of the
gap current with that of dipole antennas possessing a
smaller gap spacing and without a charge removal
system.
4.3.2. Antenna at L = 3 With Ideal Charge Removal
System and 20 cm Gap
[70] For this next case study, we examine the sheath

and terminal characteristics of a dipole antenna with an
interelement gap that is 20 cm in width. As alluded to
earlier, it is possible that with elements that are not as
electrically isolated in the plasma as those with a larger
gap spacing, substantial currents may flow from one
dipole element to the other. Such a short circuit current
could potentially cause a significant decrease in the
radiation resistance of the antenna, with most of the
radiation being produced by a current flowing across a
very small area. This case study aims to assess the
importance of this short-circuit effect.
[71] For this purpose, we assume an operating environ-

ment corresponding to L= 3with a simulation space that is
identical to that shown in Figure 9 with the only difference
being the decrease in gap separation. Figure 14 represents
the orthographic projection of the sheath for this case with

results that are not markedly different from the case study
at L = 3 with the 2 m gap separation.
[72] In fact, the sheaths surrounding the positive and

negative elements are virtually identical to those for the
larger gap spacing with the only difference being the
separation distance. Likewise, the potential and number
density variations for this case are not markedly different
from Figure 11 and are therefore not shown.
[73] The RMS capacitance and resistance values

determined from the terminal characteristics represented
in Figure 15 are very similar to those found for the larger
gap spacing, with values of C � 187 pF and R � 13.5 kW
at the driving frequency. On the other hand, we might
expect to see a significant difference between the two

Figure 14. Orthographic projection of expanded sheath for L = 3 with 20 cm gap at maximum
potential difference 500Fp. Operating frequency is at f = 25 kHz.

Figure 15. Terminal characteristics for 20 m antenna
located at L = 3 with 20 cm gap. (a) Voltage. (b) Current.
(c) Charge.
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cases at L = 3 in the time domain gap current plot of
Figure 16.
[74] Since our simulations are multidimensional, the

geometry of the potential distribution within the compu-
tational space will change if the gap spacing is changed.
This change in geometry will influence the particle
trajectories. Furthermore, with a larger gap, it might be
expected that the static magnetic field would have more
influence on the particle trajectories. These changes
might possibly affect the current flow in the gap between
the two antenna elements.
[75] With the smaller gap separation, the electric field

is much larger since the potential difference between the
two antennas is over a distance that is a factor of 10 less
for the case presented here. Surprisingly enough however,
it can be seen from Figure 16 that the interelement
gap current is roughly the same as that for antenna with
the 2 m gap separation, still being �40 mA. Although the
velocity of the fluid element is undoubtedly larger due to
the increase in electric field strength, this proportional
increase in current is likely offset by the smaller density

of particles present between the terminals of the antenna.
This balance between density and field strength results in
a current that is equivalent to that which is found in the
case of antenna with a 2 m gap separation. We can
conclude on this basis that a small interelement gap
spacing does not have a detrimental effect on the current
moment of the antenna versus that with a large gap
separation.
4.3.3. Antenna at L = 3 Without Charge Removal
System and 2 m Gap
[76] The final case study is that of a dipole antenna

with no charge removal system present, allowing for
charge buildup on the antenna surface. Analogous to the
case of a floating conductor in a plasma, this net negative
charge buildup due to the higher mobility of the electrons
has the effect of producing a net negative potential bias
on both elements of the antenna. This negative drift is
readily seen in the orthographic projections of the sheath
shown in Figure 17.
[77] As seen in Figure 17, the positive sheath is

relatively small, being �0.5 m in radius, while the
negative sheath has a radius of �1 m. The asymmetry
between the positive and negative sheaths is most readily
seen in Figure 18 representing the 1-D potential and
density variation through one of the elements.
[78] The major difference between the floating dipole

and that in which an ideal charge removal system is used
is in the current collection due to the electron contribu-
tion on the element as shown in Figure 18b. Because the
antenna system is allowed to drift to a large negative
potential, it does not collect as many electrons during the
positive potential cycle. However, because of the large

Figure 16. Interelement gap current for dipole antenna
at L = 3 with 20 cm gap.

Figure 17. Orthographic projection of expanded sheath for L = 3 without ideal charge removal
system at maximum potential difference 500Fp. Operating frequency is at f = 25 kHz.
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negative bias, the number of protons collected on the
antenna surface is much larger than that for the non-
floating case, contributing to the small positive voltage
seen in Figure 18a.
[79] The potential difference between the two elements

is governed by the voltage source, although without the
removal of excess charge, the entire system operates
primarily in a negative voltage regime. Figure 19 shows
the time domain terminal characteristics for both ele-
ments of the dipole antenna.
[80] As seen in Figure 19a, the potential on Element 1

stays just above 0 V during the first half cycle, while
Element 2 drifts to a potential that is approximately twice
the peak sinusoidal amplitude of the waveform. The
voltage in Figure 19a is highly nonlinear, oscillating
between the positive potential of only several volts, to a

large negative potential, with the potential difference
between the two elements equal to the 25 kHz driving
sinusoid as shown in Figure 19b. The current waveforms
for both elements, shown in Figure 19c, are vastly
different than the case with an ideal charge removal
system where it is seen that a large flux of protons is
clearly hitting the antenna, unlike the previous case
studies in which the current waveform resembled a
rectified sinusoid. This large proton flux is also seen in
Figure 18b where there is a significant proton density
adjacent to the antenna during both negative and positive
cycles, exceeding that of the electrons. In fact, the peak
magnitude of the proton current over a single period,
represented by I < 0 in Figure 19c, is roughly equal to
half of the contribution due to the electrons, showing a
significant increase over previous case studies.
[81] Although the RMS capacitance value is only

slightly different from that of the previous case studies,
the RMS resistance is significantly larger due to the
reduced electron flux through the surface of the dipole
element resulting from the negative potential bias of the
system. The RMS capacitance and resistance values at
the 25 kHz driving frequency for this floating dipole
antenna are 177 pF and 107 kW respectively with the
resistance value exhibiting a significant deviation from
the previous calculations which utilized an ideal charge
removal system.
[82] Finally in Figure 20, we examine the gap current

for the floating dipole antenna. The gap current wave-
form is very similar to that of the other L = 3 case studies
except that the magnitude is down by a factor of two
being approximately 20 mA.
4.3.4. Proton Mass Scaling and Mobility
[83] The plasma frequencies at L = 2 and L = 3 are

roughly 401 kHz and 284 kHz respectively. The excita-
tion frequencies that are used in this paper range from 15
to 25 kHz which are far below the electron plasma
frequency and lie in the vicinity for which whistler wave
induced particle precipitation has been suggested by Inan
et al. [2003] and Song et al. [2007].
[84] The important quantity concerning the actual mass

of the protons is the corresponding plasma frequency of
these particles which determines the rate at which these

Figure 18. Electron and proton density variation for
cross section through midpoint of dipole antenna element
at L= 3 without ideal charge removal system. (a) Potential
variation. (b) Electron and proton number densities.

Figure 19. Terminal characteristics for 20 m antenna
located at L = 3 without ideal charge removal system.
(a) Voltage. (b) Interelement potential difference.
(c) Current. (d) Charge.

Figure 20. Interelement gap current for dipole antenna
at L = 3 without ideal charge removal system.
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particles can respond to a field resulting from a charge
imbalance in the plasma. As long as the proton plasma
frequency is much less than the electron plasma frequen-
cy (which is true if mi/me � 200 as in our simulations),
then underlying physics will be preserved as mentioned
by Calder and Laframboise [1990]. We simulate sheath
characteristics for frequencies above and below the ion
plasma frequency which is 10 kHz for an unscaled
proton mass at L = 2. Thus whether the ion mass is
scaled or not (assuming that the mi � me criteria is
satisfied) the same behavior will be seen in the current
collection and charge accumulation on the antenna
resulting from ion motion as discussed by Calder and
Laframboise [1990] and related works for DC applied
potentials on spherical electrodes. And in a self-consistent
way, we show that this motion has a significant effect on
the characteristics of the sheath. In the Bohm floating
sheath analysis, it is the motion of the ions that shields
further electrons from being collected on the conducting
surface. Thus in order to develop any sheath, ions must
be mobile. Thus, the immobile ion assumption made in
past work is not accurate in sheath development for the
cases considered here.
4.3.5. Antenna Tuning
[85] In all of the cases considered, the nonlinear

structure of the sheath is readily apparent in terms of
the terminal characteristics and hence, tuning properties.
For the sinusoidal waveforms considered, the structure of
the sheath does exhibit a steady state nature with each of
the dipole elements possessing very similar character-
istics in terms of voltage, charge and current draw. Thus
one might expect, based on our findings, that the tuning
circuit used to maximize the power delivered to the
antenna would be the same for each dipole element,
albeit complicated. It is also clear from our warm plasma
findings that for frequencies above fLHR, the complex
impedance of the antenna is dominated by the sheath
characteristics as opposed to the almost perfectly tuned
antenna that the cold plasma model predicts [Bell et al.,
2006].
[86] The physics of sheath formation is inherently a

nonlinear problem. Therefore given a sinusoidal input,
one would not expect a sinusoidal steady state output.
Indeed, for the final case study presented in the results
section, a sinusoidal input produces a highly nonlinear,
though periodic current waveform on the elements of the
dipole. In many of the references listed in the introduction
of our manuscript concerning collisionless plasma sheath
formation [Calder and Laframboise, 1990; Thiemann
et al., 1992] for instance, the presence of instabilities
was noted along with other nonlinear effects for DC
applied potentials with the sinusoidal variation of our
paper being a more complicated case study. These
nonlinear effects noticed in the above mentioned DC
analysis may or may not last for long periods of time

which suggests that the sheath in a collisionless plasma
may exhibit anything but a steady state structure. Most
previous work involving antennas operating in a space
plasma utilize some form of linearized plasma environ-
ment for which sinusoidal steady state behavior is an
implicit assumption. Therefore, all nonlinear effects are
suppressed and would not be observed. In addition, most
of the antenna papers listed in section 1 use a cold
plasma analysis which does not self-consistently support
the formation of the plasma sheath since by design, a
cold plasma analysis only allows for small perturbations
of plasma parameters (i.e., density, velocity) about the
ambient value. Our warm plasma model is not restricted
by these assumptions.
[87] The results presented in our warm plasma model

constitute one of the first complete attempts to determine
the plasma sheath contribution to the near-field antenna-
plasma coupling response. This coupling would need to
separately be determined for every driving potential and
frequency content of the source excitation waveform
considered as well as for each environment in which
the antenna will be operating. Though the capacitance
and resistance values calculated in this section are not
meant to be used in practical design implementation,
they do provide a first order approximation of the
sheath’s impact on tuning requirements. The generality
of our simulation tool allows for its use in determining
the near field coupling of antennas of arbitrary geometry
and operating environments making it a flexible and
useful tool in future antenna design and analysis.

5. Summary

[88] In this paper, we have addressed the near-field
coupling of electric dipole antennas to a collisionless
magnetized plasma using a multimoment fluid approach.
The warm plasma fluid equations, provided the capabil-
ity to examine both transient and steady state electro-
static sheath formation from which we were able to draw
a number of conclusions based on these results. The first
result is that the nonlinear sheath dynamics possess
periodicity with respect to sinusoidal waveform excita-
tion, exhibiting a quasi-steady state structure. The cur-
rent, and voltage waveforms of the three dimensional
antenna exemplify the nonlinear nature of the plasma
sheath by exhibiting large deviations from sinusoidal
behavior for a given sinusoidal input. Antenna charging
is quantified in the absence of a charge removal system.
This has the effect of greatly reducing the sheath radius
around the positive dipole element and placing the
system in a negatively biased operating region due to
the more mobile electrons. In addition, we have shown
that the Boltzmann factor is not adequate in describing
the density modification to the distribution function
under AC applied potentials in a collisionless plasma.
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It has been shown that a decrease in gap spacing will not
adversely affect the current moment of a transmitting
antenna. We find that the common assumption of immo-
bile ions used in past work is not adequate when
considering thermal effects under the influence of driving
frequencies in the vicinity of the ion plasma frequency. It
has been shown that the density of protons varies
significantly throughout the sheath region and contrib-
utes to the current collection. And finally, the fact that a
comparison between the two- and three-moment trunca-
tion schemes yields different results suggests that cap-
turing more of the moments in the hydrodynamic
approach allows for more flexibility and therefore more
accuracy in describing the evolution of the distribution
function absent in a cold plasma formulation.
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