
Hamiltonian, which generates U
P
and satisfies

¬Uj U
P
¬ e d(I, U)/2

n
, as guaranteed by lemma

1, and where we have chosen p 0 4
n
as the

penalty. Now divide the time interval E0, d(I, U)^
up into a large number N of time intervals each

of length D 0 d(I, U)/N. Let U
P

j
be the unitary

operation generated by H
P
(t) over the jth time

interval, where j is an integer. Let U
M

j be the

unitary operation generated by the corresponding

mean Hamiltonian. Then lemma 2 implies that:

¬U j
P jU

j
M¬ e 2Ee

3
ffiffi
2

p
nD j ð1þ 3ffiffiffi

2
p nDÞ^ ð9Þ

Lemma 3 implies that we can synthesize a uni-

tary operation U
A

j
using at most c

1
n2/D one-

and two-qubit gates and satisfying ¬U
j

M j

U
j
A¬ e c2n

4D3.

Putting all these results together and applying

the triangle inequality repeatedly, we obtain

¬U jUA¬ e ¬U jUP¬þ ¬UP jUA¬ ð10Þ

e
dðI ;UÞ

2
n þ

XN
j01

¬Uj
P jU

j

A¬ ð11Þ

e
dðI ;UÞ

2
n þ

XN
j01

¬Uj
P jU

j
M¬þ ¬Uj

M jU
j

A¬
� �

ð12Þ

e
dðI ;UÞ

2n
þ 2

dðI ;UÞ
D

� eð3=
ffiffi
2

p
ÞnD j 1þ 3ffiffiffi

2
p nD

� �� �
þ

c2dðI ;UÞn4D2

ð13Þ

Provided we choose D to scale at most as

1/En2d(I, U)^, we can ensure that the error in

our approximation U
A
to U is small, and the

number of gates scales as n6d(I, U)3.

Summing up, we have the following theorem

(17): Using O(n6d(I, U)3) one- and two-qubit

gates, it is possible to synthesize a unitary U
A

satisfying ¬U j U
A
¬ e c, where c is any con-

stant (e.g., c 0 1=10).

Our results demonstrate that, up to polyno-

mial factors, the optimal way of generating a

unitary operation is to move along the minimal

geodesic curve connecting I and U. Because the

length of such geodesics also provides a lower

bound on the minimal number of quantum

gates required to generate U, as shown in (2),

the geometric formulation offers an alternate

approach, which may suggest efficient quantum

algorithms or provide a way of proving that a

given algorithm is indeed optimal.

It would, of course, be desirable to completely

classify the geodesics of themetric we constructed.

An infinite class of such geodesics has been con-

structed in (2) and is shown to have an intriguing

connection to the problem of finding the closest

vector in a lattice. A more complete classification

of the geodesics could provide major insight on

the potential power of quantum computation.
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Effects of Solar Flares on
the Ionosphere of Mars
Michael Mendillo,1 Paul Withers,1* David Hinson,2 Henry Rishbeth,1,3 Bodo Reinisch4

All planetary atmospheres respond to the enhanced x-rays and ultraviolet (UV) light emitted from
the Sun during a flare. Yet only on Earth are observations so continuous that the consequences of
these essentially unpredictable events can be measured reliably. Here, we report observations of
solar flares, causing up to 200% enhancements to the ionosphere of Mars, as recorded by the Mars
Global Surveyor in April 2001. Modeling the altitude dependence of these effects requires that
relative enhancements in the soft x-ray fluxes far exceed those in the UV.

S
udden changes in the Sun_s photon radi-

ation and in the particles and fields of its

solar wind reach Earth in about 8 min

and a few days, respectively. These enhanced

sources of energy cause sudden atmospheric

disturbances and the auroral displays associated

with longer lived geomagnetic storms. The recent

availability of spacecraft orbiting other planets has

enabled studies of such effects on other worlds. A

mass ejection from the Sun_s corona in early

November 2000 caused auroras on Earth, Jupiter,

and Saturn during its month-long traverse through

the solar system, providing a specific challenge to

models that track solar wind density and magnetic

field enhancements (1). Increased x-ray emis-

sions were observed from Jupiter and Saturn in

November 2003 and January 2004, respectively,

shortly after solar flares, thereby demonstrating

the Sun_s control of nonauroral x-ray emission

from giant planets (2, 3). However, the direct

response of another planetary atmosphere to

solar flare photons, e.g., suddenly enhancing its

ionosphere, has not been seen. Here, we report

such an effect in the ionosphere of Mars.

Ions and electrons in a planet_s ionosphere
are produced by the photoionization of neutral
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species by solar extreme ultraviolet (EUV) and

x-ray photons (4, 5). The ionizing solar flux and

thus the ionosphere are variable on many time

scales. The most important is the 11-year solar

cycle, whereas the shortest is the solar flare, an

impulsive emission of photons that peaks

within minutes and takes tens of minutes, and

perhaps hours, to decay to preflare levels.

Flares affect Earth_s atmosphere and radio

propagation controlled by its ionosphere. Such

effects have been used historically as proxies to

deduce how the Sun_s EUV and x-rays changed

during a flare (6, 7).

Artificial satellites passing by or orbiting

Mars are required to conduct radio soundings of

its ionosphere. The 443 published measurements

obtained by U.S. and Soviet probes between

1965 and 1980 led to a basic understanding

of the structure of its electron density profile

(5, 8, 9). Depending on solar zenith angle, the

martian ionosphere has a main peak between

120 and 140 km produced by ultraviolet

photons in the wavelength range from 200 to

800 ). A lower peak, or ledge, at 90 to 110 km

is produced by x-rays (G100 )). In 1998, the

Mars Global Surveyor (MGS), with its radio

science experiment (10), was inserted into orbit

around Mars. By 2001, MGS made 1867

measurements of the martian ionosphere, en-

abling investigation of ionospheric variability

and its causes (9). MGS transmits a 3.6-cm-

wavelength radio signal to Earth, and, as it

passes behind or emerges from the far side of

the planet, the propagation is perturbed by the

neutral atmosphere and the ionosphere of Mars.

The observable effect is a Doppler shift in the

frequency of the signal received on Earth, and

vertical profiles of electron density can be re-

trieved from such data.

Six MGS profiles of electron density versus

height, N
e
(h), were measured on 15 April 2001,

and five were measured on 26 April 2001 (Fig.

1). All the profiles refer essentially to the same

latitude (84-N) and local time (08:40 LT) on

Mars but were made at different longitudes at

È2-hour intervals. All profiles show a stable

pair of layers: the main one near 130 km and a

secondary peak between 105 and 110 km. Day-

to-day variability is 5 to 7% at the main peak

and È10% at the lower peak (8). In one case on

each day, the electron densities at and below

the secondary peak are enhanced by 50 to

200%. We have traced these dramatic changes

to x-rays from solar flares that occurred within

minutes of each observation (Fig. 2).

The Geostationary Operational Environmen-

tal Satellites (GOES) (11) in orbit about Earth

make continuous observations of solar x-rays.

The X14.4 flare of 15 April was the second

strongest in 2001, whereas the M7.8 flare of

26 April was far more moderate. The Sun-

Earth-Mars angle was onlyÈ26- at these times,

and so it is reasonable to apply the solar ir-

radiance (photon flux versus wavelength)

measured at Earth to Mars with a 4.5-min

Fig. 2. Solar x-ray
fluxes on 15 and 26
April 2001 measured by
the GOES spacecraft at
Earth for two wavelength
bands (11): XS (0.5 to
3 Å), solid line, and XL
(1 to 8 Å), dashed line.
The peak fluxes at Earth
occurred at 13:50 UT
and 13:10 UT, respec-
tively. The solar fluxes
incident upon Mars at
the times of the flare-
affected profiles in Fig.
1 are marked by arrows.
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Fig. 1. (A) Electron density profiles on Mars obtained for 15 April and 26 April 2001. Measurement
uncertainty is several thousand electrons/cm3, and thus the two profiles in red [14:15 and 13:16
universal time (UT), respectively] show statistically significant departures at low altitudes because
of solar flares. On 15 April, there were five MGS profiles before the flare, at 02:28, 06:23, 08:21,
10:19, and 12:17 UT, and none after the flare; on 26 April, preflare profiles were available at
09:20 and 11:18 UT, and postflare, at 17:11 and 19:09 UT. (B) Percentage differences between the
flare-affected profiles and the averages of the other profiles on each day. The shadings give the 1-s
standard error in the relative change in Ne.
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delay. Thus, the peak fluxes on 15 and 26 April

reached Mars È20 min and È90 s, respec-

tively, before the profiles highlighted (Fig. 1).

Although GOES x-rays can be enhanced by

orders of magnitude during a flare, they are too

energetic (Bhard[) to produce the ionospheric

enhancements shown. They penetrate to al-

titudes around 60 km, where unambiguous

MGS measurements of electron density are not

available. Very large relative increases in N
e

must have occurred suddenly at these low

heights. At the altitudes of the enhancements

observed by MGS, ionization is caused by

softer x-rays in the 18- to 50-) range (9, 12), a

wavelength region not measured by GOES. At

about 110 km, production by photons (P 0
F
s
shN) equals chemical loss (L 0 aN

e
2), where

F
s
is the effective flux of solar photons that

cause ionization, s is the cross section for ion-

ization of CO
2
, h is the number of ion-electron

pairs created per x-ray photon absorbed, N is

the concentration of CO
2
, a is the dissociative

recombination coefficient for O
2
þ and electrons,

and N
e
is the electron density. Thus, for an

observed flare-induced electron density (N
e
f ) 1.5

times the preflare value (N
e
o) at 110 km, the

solar flare_s ionizing flux (F
s
f ) with respect to

its value before the flare (F
s
o) would be

Fs
f=Fs

o 0 ðNe
f=Ne

oÞ2 0 ð1:5Þ2 0 2:25 ð1Þ

Increases by factors of 2 to 3 in the Sun_s soft
x-ray flux during a flare are well within ob-

served variabilities (13).

The Solar and Heliospheric Observatory

(SOHO) spacecraft also observes the Sun from

Earth orbit, but it only had data for 15 April.

Those data show that at the time of the MGS

measurements EUV fluxes (260 to 340)) were
enhanced by only È10%, whereas fluxes

integrated over the broad wavelength range

from 1 to 500 ) (soft x-rays plus EUV) in-

creased by È50%. This trend suggests greater

enhancements in the 1- to 50-) range (soft x-rays

only) (14), consistent with the observed changes

in the martian ionosphere being confined to low-

er heights.

The responses of the martian ionosphere were

similar for these two flares despite their very

different peak fluxes. This is because the postflare

N
e
(h) profile for the weaker event (26 April)

was measured just 90 s after the peak x-ray flux,

whereas for the far stronger event on 15 April

the MGS observation was made 20 min into the

flare_s decay phase. The GOES fluxes of hard

x-rays were of comparable magnitude at these

times, and thus it is reasonable that the soft

x-rays fluxes were also similar.

To show that such flares have consequences

on Earth, we searched for terrestrial measure-

ments made at ionosonde sites that were in

daylight at the times of both flares. An ion-

osonde (15) is essentially a radar for electrons

that transmits frequencies in the 1- to 30-MHz

range and records the time delays of echoes

reflected by the ionosphere. Earth_s ionosphere
has multiple layers, with a main high-altitude

peak near 300 km (called the F layer) produced

primarily by EUV, an E layer near 100 km

produced by soft x-rays and EUV, and a D layer

near 70 km produced by hard x-rays. For com-

parison with Mars_s secondary peak, the terres-

trial E layer is the most appropriate one because

of the wavelengths that produce it and because

the F layer is heavily influenced by transport

processes. We plotted the E layer maximum

electron density (N
m
E) versus LT in Fig. 3. The

four data sets span high latitudes (Sondrestrom,

Greenland) to midlatitudes (Chilton, UK;

Millstone Hill, MA; and Wallops Island, VA).

The solar zenith angle at Sondrestrom for these

flares was about 61-, somewhat comparable to

the 72- at the MGS high-latitude observing

location on Mars.

The flare of 15 April was so severe that these

instruments were unable to observe the iono-

spheric layers. Enhanced electron densities in

the D layer produced by the hard x-rays caused

absorption of the radio waves transmitted, thus

preventing soundings of the overlying E and F

layers. If an ionosonde had been operating on

Mars, similar effects would have occurred there

as well. This D layer absorptionwas so severe on

Earth that observations were not possible for the

rest of the day at Sondrestrom, for 3 hours at

Millstone Hill and Wallops Island, and for only

an hour at Chilton. When observations resumed

at the latter sites, N
m
E was higher than might

be expected had the flare not occurred. Thus,

Fig. 3. The maximum electron densities of the Earth’s E layer (NmE) for 15 April and 26 April 2001.
For each station, the monthly mean pattern is given by the dashed lines, their standard deviations
(1 s) by the shading, and individual data points by dots (scaled to 0.1 MHz, giving È10%
uncertainty). The vertical dotted lines show the times of peak flare fluxes. At the highest latitude
ionosonde station (Sondrestrom, Greenland), there is additional preflare E layer variability caused
by auroral activity and sporadic E layers.
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the major signature of the 15 April flare on

Earth was the elimination of reliable iono-

spheric data.

More continuous data sets exist for the 26

April flare, and they show the expected enhance-

ments of the E layer electron densities by the

flare. At Sondrestrom, the site most appropriate

for comparisons with MGS at Mars, the electron

density increased byÈ45%. Because the E layer

is caused by both EUV and soft x-rays and the

EUV changed only slightly, the Sondrestrom

results must be due to the more-than-double

effective ionizing fluxes, in agreement with Eq.

1 applied at Mars. We conclude that these two

flares produced near-simultaneous enhance-

ments in the ionospheres of Earth and Mars

and that the greater relative increase at lower

altitudes in Mars_ N
e
(h) is consistent with the

typical flare spectrum of greater relative flux

increases at shorter wavelengths. The N
e
in-

crease at Mars is also consistent with the en-

hancement at its corresponding site on Earth.

The detection of solar flare effects in the

martian ionosphere has important consequences.

Previous observations and modeling of the

responses of planetary ionospheres to changes

in solar flux have generally compared solar

maximum and minimum conditions. Varying

solar fluxes also modify the neutral atmosphere,

and thus ionospheric changes result from two

highly coupled processes. Although simulations

can separate the dependence on each of these

parameters, validation from observations over a

solar cycle cannot. The observations presented

here decouple changes in photon flux due to a

flare from far slower changes in the neutral

atmosphere, thereby providing a way to con-

strain photochemistry on two planets simulta-

neously. This is particularly important for x-ray

photons that carry energy far above that needed

to ionize an atom or molecule. In such cases, the

electron liberated by ionization has so much

extra energy that it ionizes other atoms and

molecules via collisions. This secondary ioniza-

tion by photoelectrons is an amplification effect

that needs validation throughout the solar

system. For Venus, Earth, and Mars, where

ionospheric layers have identical end product

ions (O
2
þ), solar flares offer tests for both pri-

mary and secondary ionization coupled to an

identical chemical loss mechanism. Calculations

using the same solar flare input thus provide

constraints not possible at a single planet.
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Anthropogenic and Natural Influences
in the Evolution of Lower
Stratospheric Cooling
V. Ramaswamy,1 M. D. Schwarzkopf,1 W. J. Randel,2 B. D. Santer,3

B. J. Soden,4 G. L. Stenchikov5

Observations reveal that the substantial cooling of the global lower stratosphere over 1979–2003
occurred in two pronounced steplike transitions. These arose in the aftermath of two major
volcanic eruptions, with each cooling transition being followed by a period of relatively steady
temperatures. Climate model simulations indicate that the space-time structure of the observed
cooling is largely attributable to the combined effect of changes in both anthropogenic factors
(ozone depletion and increases in well-mixed greenhouse gases) and natural factors (solar
irradiance variation and volcanic aerosols). The anthropogenic factors drove the overall cooling
during the period, and the natural ones modulated the evolution of the cooling.

T
he global lower stratosphere—the re-

gion of the atmosphere from È12 to 22

km above the surface—has cooled sub-

stantially over the past two decades (1–5). The

difference in temperature between 2000 and

1979 has been ascribed mainly to ozone de-

pletion and increases in well-mixed green-

house gases (4, 6–10). Observations indicate

that the decrease in temperature was steplike

rather than a steady decline (1, 3). Although the

overall trend in temperature has been modeled

previously (5, 9, 10), the steplike structure and

the evolution of the cooling pattern in the ob-

served global temperature time series has not

been explained in terms of specific physical

causes, whether these be external forcing and/or

internal variability of the climate system. Thus,

attribution of the unusual cooling features ob-

served during the 1980s and 1990s has yet to be

addressed, along with potential implications for

the future.

We used a coupled atmosphere-ocean mod-

el (11–13) to demonstrate that the complex

space-time pattern of the lower stratospheric tem-

perature anomalies is a consequence of the com-

bined temporal changes in natural forcings Esolar
irradiance (14) and volcanic aerosols (15)^ and
anthropogenic forcings Ewell-mixed greenhouse

gases (16), stratospheric (17) and tropospheric

ozone (18), tropospheric aerosols (18), and land

use (13)^.
We performed five separate experiments to

investigate the contributions of different forcing

mechanisms to changes in lower stratospheric

temperature: (i) natural plus anthropogenic

(AllForc), (ii) natural (Nat), (iii) well-mixed

greenhouse gases (Wmgg), (iv) well-mixed

greenhouse gases plus stratospheric and tropo-

spheric ozone (WmggO3), and (v) anthropogen-

ic (Anth; that is, WmggO3 plus tropospheric

aerosols and land-use change). For each case, an

ensemble of simulations was performed. Indi-

vidual ensemble members started from different

points of a long control simulation with a fixed

preindustrial (1860) atmospheric composition

and were then integrated from 1861 through

2003. There were five ensemble members for (i);
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